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Figure 1: Comparison of eye gaze and fnger movement traces during mid-air gesture typing of the word “like.” (a) Top: An 
illustration of the fnger movement trace, where × marks sampled points along the gesture, with a color gradient indicating the 
progression of time. (a) Bottom: A demonstration of the corresponding eye gaze movement trace, where the color gradient 
demonstrates how the eye gaze anticipates the fnger movement. (b) The spatial alignment between eye and fnger movements. 
(c) The dynamic time warping (DTW) path, highlighting the temporal alignment and lead-lag behavior between the eye and 
fnger movements, where a “step” represents a single point in the time-series data. The fnger lags the eye by approximately 50 
steps, indicating a delay of 50 time-sampled points. 

Abstract 
Mid-air text entry in mixed reality (MR) headsets has shown 
promise but remains less efcient than traditional input methods. 
While research has focused on improving typing performance, the 
mechanics of mid-air gesture typing, especially eye-hand coordina-
tion, are less understood. This paper investigates visuomotor coor-
dination of mid-air gesture keyboards through a user study (� = 16) 
comparing gesture typing on a tablet and in mid-air. Through an 
expert task we demonstrate that users were able to achieve a com-

parable text input performance. Our in-depth analysis of eye-hand 
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coordination reveals signifcant diferences in the eye-hand coordi-
nation patterns between gesture typing on a tablet and in-air. The 
mid-air gesture typing necessitates almost all of the visual atten-
tion on the keyboard area and a more consistent synchronization 
in eye-hand coordination to compensate for the increased motor 
and cognitive demands without physical boundaries. These insights 
provide important implications for the design of more efcient text 
input methods. 
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1 Introduction 
This paper presents new data on how users implicitly coordinate 
their eye and hand movements during mid-air gesture typing in 
mixed reality (MR). Most prior understanding of typing behavior 
stems from research on physical keyboards [9] and touch-based 
systems [15], which difer signifcantly from the input demands 
of MR environments. Unlike physical and touchscreen keyboards, 
mid-air gesture typing lacks tactile feedback, requiring users to rely 
on visual cues and auditory feedback to guide their fngers across a 
virtual keyboard. Despite the increasing use of MR across various 
applications, the specifc visuomotor strategies employed during 
mid-air typing remain underexplored. 

Previous studies [9, 17] have shown that typing performance 
on physical keyboards is largely driven by muscle memory and 
tactile feedback, which allow users to minimize their reliance on 
visual attention. However, in mid-air gesture typing, where physical 
touch is absent, users must continuously allocate visual attention 
between their fngers and the virtual keyboard, likely increasing 
cognitive load and reducing performance. There has been limited 
exploration into the unique challenges that mid-air typing presents 
for visuomotor coordination. 

We investigate these issues by comparing mid-air gesture typing 
to gesture typing on a tablet, focusing on the coordination between 
eye and fnger movements. Using data collected from the HoloLens 
2, we analyze how users allocate visual attention, how fnger move-

ments align with gaze, and how typing performance evolves with 
experience. 

Our key research questions are: 

RQ1. What are the eye-fnger coordination patterns while typing 
in an MR headset? 

RQ2. How synchronized are the movements of the eyes and hands 
during typing tasks? 

RQ3. What are the distinct behaviors of the eyes and fngers sepa-
rately while typing? 

RQ4. How do these eye and hand behaviors relate to typing per-
formance? 

RQ5. Do users exhibit common or diferent eye-fnger coordina-
tion patterns after practice? 

RQ6. How might these fndings inform further designs of eye-gaze 
assisted typing? 

The fndings of this study highlight the distinct coordination 
challenges in mid-air typing, such as a greater reliance on visual 
attention and a more pronounced and consistent lag in fnger move-

ments trailing eye movements, as shown in Fig.1. These insights 
inform actionable design strategies for improving MR text entry 
interfaces, including predictive models and adaptive feedback mech-

anisms that reduce the cognitive and motor demands of mid-air 
input. 

In summary, this paper makes the following contributions: 

• We provide an in-depth empirical investigation of eye-hand 
coordination during mid-air gesture typing in mixed reality 

and understanding of how the absence of tactile feedback in 
MR impacts typing performance. 

• We collect a rich dataset of visuomotor movements during 
typing in both mid-air and tablet conditions and identify 
that the mid-air condition exhibits a tighter and more con-
sistent eye-fnger coordination characterized by a lagged 
synchronization. 

2 Related Work 

2.1 Typing in MR Headsets 
Text entry in mixed reality (MR) is an evolving research area, 
with various input methods being explored to address the spe-
cifc challenges of AR/VR environments. While physical keyboards 
can achieve entry rates of over 40 words per minute (WPM) in 
VR [5, 10, 43], they are impractical for immersive or mobile sce-
narios, limiting their applicability in MR. Alternative modalities, 
such as voice-to-text, have been studied but are constrained by am-

bient noise interference and privacy concerns [1]. Other methods 
include eye typing[13, 14], head gaze input [46], and the use of 
controllers [4, 20, 41, 45] are constrained with relatively low entry 
rates of up to 20 WPM. These challenges have driven increased 
interest in more adaptable methods like mid-air gesture typing, 
particularly for MR applications. 

Gesture typing, initially popularized by word-gesture keyboards 
on tablets [21–23, 47], has been adapted for MR environments [8, 
38]. The success of gesture typing on touchscreens stems from its 
intuitive nature and high typing speed, providing a low learning 
curve for users [23, 48]. In MR settings, gesture typing has been 
implemented on platforms like the Microsoft HoloLens 2 and Apple 
Vision Pro, demonstrating its adaptability. Previous studies have 
explored gesture typing with various interaction techniques in 
AR/VR. Vulture [32] employed precise hand tracking for mid-air 
gesture typing on large wall displays, achieving an average rate 
of 28 WPM. Yu et al. [46] utilized head orientation tracking on 
an AR headset, enabling gesture typing with projected cursors, 
reaching an average of 24.7 WPM. Xu et al. [44] compared diferent 
projection methods—head, hand, and controller—for gesture typing, 
fnding that controller-based projections resulted in the highest 
rate of 13.7 WPM. Dudley et al. [8] assessed both direct and indirect 
mid-air typing, showing that direct gesture typing on a virtual 
QWERTY keyboard achieved entry rates of 20–30 WPM, with peak 
rates of 40–45 WPM. This emphasizes the potential for transferring 
existing typing skills to MR environments by simulating familiar 
touchscreen typing experiences. 

Despite these developments, mid-air gesture typing in MR typi-
cally achieves entry rates ranging from 20 to 40 WPM for expert 
users [4, 32, 45, 46], which remain lower than the 40-50 WPM com-

monly observed among expert users on smartphones [26]. This 
discrepancy highlights a challenge in seamlessly transferring typ-
ing skills from traditional devices to MR environments. 

2.2 Eye-hand Coordination 
Eye-hand coordination is a natural and essential part of everyday 
interactions [18, 25]. Generally, Both the eyes and hands move 
toward the target at the same time, with the eyes arriving earlier due 
to faster saccades. This coordination adapts to digital environments 
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as well, where the eyes focus on or near the interaction site for 
around 500 ms, similar to real-world interactions with physical 
objects [3]. 

When typing on physical keyboard, eye-hand coordination is 
efcient as the tactile feedback from the physical keyboard permits 
attending to the keyboard area [9]. Thus, the users focus on the text-
entry area, allowing them to quickly detect and correct errors [9, 17]. 
Experienced typists rely on muscle memory, rarely needing to look 
at the keyboard [9, 34]. 

Touchscreen keyboards lack tactile feedback compared to physi-
cal keyboards, requiring users to rely heavily on visual attention 
to guide their fngers, which can slow typing speed [11]. Frequent 
glances at the text-entry area aid in proofreading but may come 
at the cost of reduced fnger accuracy [33]. Detecting errors late 
makes them harder to correct, causing users to slow down in an ef-
fort to balance speed and accuracy [19, 33]. As a result, many users 
rely on features like autocorrect to minimize mistakes [33]. Jiang 
et al. further demonstrated that eye-hand coordination is strongly 
infuenced by the competition for visual attention in the keyboard 
area [15]. Similarly, Shi et al. used computational models to sim-

ulate real-world typing strategies, showing how visual attention 
and fnger movements are managed based on working memory 
constraints [39]. While these studies have focused on ‘tap’ touch 
typing, especially around error correction and inter-word behavior, 
gesture typing has not been thoroughly investigated. Our research 
aims to explore eye-hand coordination during gesture typing, with 
an emphasis on intra-word dynamics. 

In an MR environment, the absence of tactile feedback is even 
more pronounced. No tactile feedback is provided when typing on 
mid-air keyboards, which are the default text entry method in major 
MR headsets like the Apple Vision Pro and HoloLens. Most prior 
research in MR has focused on explicitly combining eye gaze and 
hand movements as multimodal interaction techniques [6, 12, 28, 
29, 35, 40, 49]. However, how the eye and hand naturally coordinate 
in an MR environment, especially with the challenges of mid-air 
typing, remains critical yet underexplored. 

2.3 Eye Assisted Typing 
As users rely heavily on their visual attention to guide fnger move-

ments as discussed in the previous section, various techniques have 
been proposed to leverage eye gaze for improving typing speed and 
accuracy. While many studies have focused on how gaze can assist 
hand movements, the complexity of gaze behavior during typing 
in MR remains less explored. 

Lystbaek et al. [30] explored how gaze could assist freehand ges-
tural text entry. Their study focused on coordinating eye and hand 
movements across the spatial positions of keys. They introduced 
a novel gaze-assisted text entry method where users align both 
gaze and manual pointer at each key, ofering an alternative to 
traditional dwell-time or manual trigger mechanisms. 

Gaze Speedup [50] examined an indirect gesture typing method 
in VR by accelerating the wrist cursor towards the gaze fxation 
point while keeping the speed perpendicular to this direction con-
stant. A Gaussian smoothing function was applied to gradually 
decrease the speedup rate as the cursor approached the gaze fxa-
tion to minimize overshooting. The study compared three methods: 

wrist-only, Speedup, and Gaussian-speedup. Both the Speedup and 
Gaussian-speedup methods reduced hand movement, though no 
signifcant diferences were found in input speed. 

Ren et al. [36] developed a Bayesian gaze model to predict the 
next intended key on a mid-air virtual keyboard, enlarging the 
predicted key to improve the typing experience. Their model was 
trained using gaze data collected from tap typing on the mid-air 
keyboard. The Eye-Hand method achieved a typing speed of 12.95 
WPM, compared to 11.31 WPM for tap typing and 9.28 WPM for a 
hand-only method. Although they reported signifcant diferences 
between the methods, there was no pairwise evidence that the Eye-
Hand method was faster than the hand-only approach, with only a 
marginal improvement of 1.64 WPM on average. 

Hu et al. [14] introduced SkiMR, which relies solely on eye gaze 
input for mixed reality headsets, and allows hands-free text entry by 
decoding gaze trajectories into words. Unlike previous approaches 
that rely on dwell time for key selection, SkiMR eliminates explicit 
dwell delays, enabling faster text input. Their study demonstrated 
that users could achieve an average typing speed of 12 WPM. As 
a later extension, Hu et al. [13] adapted this typing method for 
command search in MR. 

All these prior works assume that eye gaze either anticipates or 
remains directly aligned with hand movements throughout typing. 
However, gaze behavior during typing is more complex. In this 
study, we investigated the coordination between eye and fnger 
movements during mid-air gesture typing on a HoloLens 2. Our 
fndings challenge the assumption made in these previous studies. 

3 Study Method 
This study aims to investigate eye-hand coordination patterns dur-
ing mid-air gesture typing compared to touchscreen typing on a 
tablet. Understanding these patterns is crucial for improving the 
usability and efciency of text input in mixed reality environments, 
where the absence of tactile feedback presents unique challenges. 
To this end, we used a within-subjects design with two conditions: 
Tablet (baseline) and Mid-air, where participants performed typ-
ing tasks in both settings. The two conditions allowed us to analyze 
how the lack of tactile feedback and reliance on visual cues in 
mid-air typing afect typing performance and coordination. 

3.1 Metrics 
The following metrics were chosen to assess typing performance, 
fnger movements, eye movements, and eye-fnger coordination. 
Many of these metrics were distilled from prior research on gesture 
typing [26], touchscreen typing [15], handwriting [24], and the 
authors’ own experience. These metrics are designed to provide 
comprehensive insights into the unique challenges of mid-air ges-
ture typing, particularly in the absence of tactile feedback, and how 
it compares to more traditional input methods, such as touchscreen 
typing. 

• Performance 
– Entry Rate (WPM): The typing speed is measured in words 
per minute (WPM). 

– Error Rate (CER): The Character Error Rate (CER) repre-
sents the proportion of incorrect characters entered by 
the participant during the typing task. 
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– Deletions: This metric quantifes the number of times par-
ticipants used the delete function to correct mistakes, serv-
ing as a measure of error correction behavior. 

– Inter Word Interval (IWI) (ms): The average time interval 
(in milliseconds) between the completion of one word and 
the initiation of the next. 

• Finger Movements 
– Swipe Length (pixels): The total distance covered by the 
participant’s fnger during the gesture typing, measured 
in pixels. 

– Swipe Time (ms): The time taken to complete each word 
gesture. 

– Z-axis Movement (m): The Z-axis movement length quan-
tifes how far the fnger moves towards or away from the 
keyboard plane during each word gesture. It is calculated 
by frst transforming the fnger tip positions into the vir-
tual keyboard plane. The movement length for a given 
word is then the sum of the absolute diferences in the 
depth coordinate (along the Z-axis) between each timestep. 
This metric is not applicable for the Tablet condition. 

• Eye Movements 
– Gaze Shifts: The average number of eye shifts from key 
area to the text or function area. This metric was adopted 
from a mobile typing study [16] investigating eye-hand 
coordination. 

– On Keyboard Ratio: The proportion of time spent looking 
at the key area of the keyboard, calculated by dividing the 
time spent gazing at the key area by the total duration of 
the trial. 

– Fixation Numbers: The number of times the user’s gaze 
fxates on a specifc point. Fixations were detected using a 
dispersion-based algorithm [37] tailored to account for the 
inherent instability in the HoloLens 2’s eye tracking. A fx-
ation was defned as a sequence of gaze points where the 
spatial dispersion in both x and y coordinates remained 
within 1.5° of visual angle, aligning with the HoloLens 
2’s reported eye tracking accuracy as documented by Mi-

crosoft
1 
and prior research [2]. Additionally, the sequence 

duration had to be longer than a minimum threshold of 
100 ms, ensuring that transient gaze points caused by noise 
or brief saccades were excluded. This method provided re-
liable fxation detection while compensating for potential 
variability in the underlying eye tracking data. 

– Fixation Durations (ms): The average time a user’s gaze 
remains fxed on a specifc point. Fixation durations were 
calculated as the time diference between the frst and 
last gaze points in a sequence that met the dispersion 
and duration criteria, ensuring accurate measurement of 
sustained gaze behaviors. 

– Saccade Lengths (pixels): The average distance between 
consecutive fxations. 

• Eye-fnger Coordination 
– Distance (pixels): The average Euclidean distance between 
eye gaze position and fnger position on the keyboard. 

1
https://learn.microsoft.com/en-us/windows/mixed-reality/design/eye-tracking 
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– Dissimilarity (pixels): We used the Dynamic Time Warping 
(DTW) distance as a measure of the dissimilarity between 
fnger and eye movement patterns. This metric quantifes 
the temporal and spatial discrepancy between fnger and 
eye movements. Higher values indicate less coordination 
between the two modalities. 

– Mean Warping Path Length (WPL): This metric represents 
the average number of alignment steps (or warping steps) 
in DTW needed to match the elements of fnger positions 
and eye gaze positions. Each step corresponds to a matched 
point between the two sequences, with longer paths indi-
cating more temporal variation between the movements. 
We normalized the WPL by the length of the fnger/eye 
sequences. 

– Signed Deviations: The average signed diference between 
fnger and eye movement timings. Negative values suggest 
that the eye is trailing the fnger, while positive values 
indicate the opposite. 

3.2 Apparatus and Implementation 
We developed two gesture typing applications with identical physi-
cal dimensions (18 × 28 cm), as shown in Fig. 2. Both applications 
were developed in Unity with one deployed on a Dell XPS 9315 
tablet and the other on the HoloLens 2. The physical dimensions of 
the keyboard were determined based on the largest available space 
on the tablet. Both the tablet and HoloLens 2 operated at a 60 Hz 
refresh rate, ensuring smooth interaction. Touch down/up events 
on the tablet and lift-on/of events on the virtual keyboard were 
triggered immediately, with imperceptible latency. 

In the tablet typing system, touch events on the tablet screen 
(touch-down and touch-up) defned the input delimiters. We pro-
vided visual feedback using a fngertip cursor on the tablet when the 
fnger touched down on the screen. The cursor followed the touch 
position while the user gestured on the keyboard and disappeared 
on touch-up events. 

In the mid-air typing system, lift-on/of events were determined 
by the fngertip entering or departing from a fxed threshold dis-
tance from the virtual keyboard plane. We provided visual feedback 
through a fngertip cursor, which changed color and was paired 
with auditory feedback to signal the fnger lift-on and lift-of ac-
tions. To minimize unintended exits from the virtual keyboard, 
we used a 1 cm threshold above the keyboard plane and a 2 cm 
threshold below the keyboard plane. These thresholds were refned 
through a pilot study involving three participants who followed the 
same procedure as the main study. During the pilot, we explored 
various depth threshold settings. Smaller thresholds often led to 
accidental lift-ofs when gesture typing on the keyboard. Larger 
thresholds reduced accidental lift-ofs but introduced a head and 
tail portion of the trace when the fnger entered or exited from the 
virtual keyboard plane. The trace with head and tail artifacts can 
then induce errors when decoding the intended word. Ultimately, 
all participants in the pilot preferred the larger threshold below the 
keyboard, leading to the adopted confguration. 

To support the investigation of eye behaviors during gesture 
typing, we restricted visual feedback to a cursor and intentionally 
did not including any visualization of the recent gesture trace path. 

https://1https://learn.microsoft.com/en-us/windows/mixed-reality/design/eye-tracking
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Figure 2: Layout of the virtual keyboard used in the study, 
showing the height diference of 10.5 units between key cen-
ters and a width diference of 7.5 units between adjacent keys. 
The red circle highlights the spatial range used for calculat-
ing the number of fxations later in the height range in Fig. 6. 

This design decision was made in order to limit visual distractions 
and ensure that the primary focus remained on understanding 
eye-hand coordination during gesture typing. 

3.2.1 Gesture Decoder. To interpret input traces in both systems, 
we integrated a probabilistic word gesture decoder. This model 
evaluated the statistical likelihood of letter sequences and the spatial 
proximity of keys, efectively mitigating common gesture input 
errors such as deletions, insertions, and substitutions. Notably, the 
decoder could be adapted to both the mid-air virtual keyboard, 
using fnger positions from the integrated hand tracking, as well as 
the touch positions on the tablet, ensuring seamless compatibility 
and consistency across the two systems. 

We selected the decoder based on its demonstrated efectiveness 
in previous research [8], where it enabled high text entry rates on 
a mid-air QWERTY keyboard in VR with integrated hand tracking. 
The decision to adopt this specifc decoder was motivated by two 
critical factors. First, it provides strong robustness to imprecise 
articulation and supports interaction at diferent scales. This capa-
bility is essential for managing the noisy, variable nature of mid-air 
gestures and allows seamless adaptation to resized keyboards. Sec-
ond, the decoder operates entirely on-device, eliminating the need 
to relay data to a separate computer. This contrasts with approaches 
that relied on of-device processing [7, 20, 31], potentially creating 
latency and limiting practical deployment. 

By running on a processor-constrained device like the HoloLens 
2, the decoder provides a realistic assessment of the performance 
potential of hand-based text input under current hardware con-
straints. These qualities make it well-suited to the goals of this 
study, ensuring both systems—mid-air and tablet typing—deliver 
robust and efcient performance while refecting practical, real-
world usability. 

3.2.2 Calibration and Logging. Apart from the keyboard system, 
the experiment control system was implemented for coordination 
calibrations and data collection. Participants were required to wear 
HoloLens 2 in both conditions for capturing eye and hand tracking 
data. Vuforia2’s image target tracking was utilized to align keyboard 
positions in both conditions and to locate the tablet keyboard during 
the Tablet condition. The virtual keyboard was only displayed in 
the Mid-air condition. 

2
https://developer.vuforia.com/library/objects/image-targets 

(a)

(b)

(c)

(d)

Figure 3: The study setting: (a) Shows the computer stand 
used for holding the tablet in the study. (b) Shows the key-
board position calibration before each condition. (c) Shows 
virtual keyboard from the participant’s view in Mid-air con-
dition. (d) Shows the tablet keyboard during the study. 

After the calibration, the HoloLens 2 tracks both hand and eye 
movements for both conditions. Additionally, hand joint and head 
gaze data were recorded, enabling the possibility of future simu-

lations or training applications. The HoloLens 2’s hand-tracking 
system and Extended Eye Tracking API (90 Hz refresh rate) were 
used to capture fnger and eye positions, which were mapped to 
the keyboard coordinates. 

In the Tablet condition, interaction events (e.g., start and stop 
of each gesture) from the tablet were also logged. Post-processing 
was performed to synchronize the hand and gaze data between the 
tablet and Hololens 2 with the interaction events and timestamps. 
All data from both systems were sampled at the same sample rate, 
and both systems operated at the same frame rate. 

A physical Bluetooth keyboard was employed solely for control-
ling the study fow. Participants used the SPACE key to display 
the keyboard and RETURN to submit phrases using the physical 
keyboard, ensuring smooth transitions during the study. 

3.3 Procedure 
The conditions were presented to participants in a counterbalanced 
order. Prior to the study, participants completed a demographic and 
experience questionnaire. Participants indicated their dominant 
hand and responded yes or no to the following questions: (i) I have 
prior experience with head-mounted virtual reality or augmented 
reality; and (ii) I have prior experience with HoloLens or HoloLens 
2. A brief 5-minute training session was conducted, during which 
participants were familiarized with the HoloLens 2 and gesture typ-
ing methods. This was followed by the completion of the HoloLens’ 
in-built eye tracking calibration process. 

Participants wore the HoloLens 2 for the entire study to allow 
for continuous tracking. The study was conducted in a quiet lab 
environment with participants seated at a desk, as shown in Fig.3. 

https://2https://developer.vuforia.com/library/objects/image-targets
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Regardless of condition order, participants were frst instructed to 
adjust the tablet’s position and orientation for comfort. The tablet 
was held frmly in the set position using an adjustable laptop stand, 
as shown in Fig.3(a)(d). A calibration image was displayed on the 
tablet to permit alignment of the virtual keyboard in the HoloLens 
coordinate system (see Fig.3(b)). The tablet is simply removed for 
the Mid-Air condition (see Fig.3(c)) and, if the Tablet condition oc-
curred second, the tablet was reinserted and aligned with the virtual 
keyboard displayed in the HoloLens 2. This procedure allowed for 
consistent placement and orientation of the keyboard across both 
conditions. 

Each condition started with participants typing fve practice 
phrases to familiarize themselves with the typing modality. Task 
1 was split into fve blocks, with fve phrases per block and a one-
minute break between blocks. Task 2 assessed the participants’ 
performance after they had gained profciency in each condition, 
involving the repeated typing of the same phrases for two blocks. 
In total, 25 phrases and 10 phrases were typed in Task 1 and Task 2 
respectively. After completing Task 2, participants flled out the raw 
NASA-TLX questionnaire, completing only the ratings portion. Par-
ticipants were asked to refect on their experience of the condition 
across both tasks (detailed in the following subsection) when flling 
out the NASA-TLX questionnaire. This approach was intended to 
provide a holistic evaluation of the perceived workload associated 
with each typing modality rather than isolating the assessment to 
a particular task. 

3.4 Tasks 
We used a transcription task in both conditions, where participants 
were shown short stimulus phrases and asked to transcribe them 
as quickly and accurately as possible using the specifed typing 
method. A physical SPACE key was used to activate the keyboard 
after memorizing the phrase, and a deletion key was provided above 
the keyboard for error correction. 

Phrases were selected from the Enron mobile message dataset’s 
memorable phrases subset [42], fltered to include only phrases 
with 45 or fewer characters, consisting of four or more words made 
up of letters (A–Z) and apostrophes. Punctuation was removed, and 
phrases were presented in lowercase. Phrases containing words 
not in the decoder’s 64,000-word vocabulary were also excluded. 
Diferent sets of phrases were used for each condition, but the sets 
remained consistent across participants. 

3.4.1 Task 1: Random Phrases. In Task 1, participants transcribed a 
total of 30 phrases in each condition, divided into fve blocks. To en-
sure uniform difculty across blocks, the complexity of the phrases 
in each block was balanced based on the number of characters and 
words. 

3.4.2 Task 2: Repeated Phrases. Task 2 aimed to measure partic-
ipants’ profciency in each condition by having them repeatedly 
transcribe a single phrase (’money wise that is’) for 10 times. This 
task was designed to assess performance after participants had 
overcome the initial learning curve associated with Mid-air and 
tablet gesture typing. 

(a)

(b)

Figure 4: Line graphs showing the performance results of 
entry rates and error rates across tasks and blocks for Mid-

Air and Tablet conditions. All entry rates are calculated 
in words-per-minute (WPM), and error rates are shown in 
character error rate (CER). Error bars represent the standard 
error of the mean (SEM). (a) Mean entry rates (WPM) for Task 
1 (Blocks 1–5) and Task 2 (Blocks 6–7) for both conditions. 
(b) Mean error rates (CER) for Task 1 (Blocks 1–5) and Task 2 
(Blocks 6–7) for both conditions. 

3.5 Participants 
16 participants (6 females, 10 males) aged 20 to 32 completed the 
study and provide the basis for the results presented in the follow-
ing section. Among them, 10 had previous VR experience, and 4 
were familiar with the HoloLens 2. All participants were native or 
fuent English speakers. All participants were right-handed and per-
formed the tasks with their dominant hand. Each participant spent 
approximately one hour typing phrases across the two conditions 
and was compensated with a voucher for their participation. 
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Table 1: Metrics Comparison: Mid-air vs. Tablet and Task 1 vs. Task 2. Full defnitions and corresponding units in Section 3.1. 

Task 1 (Novice) Task 2 (Expert) Mid-air Tablet 

Performance Mid-air Tablet �. Mid-air Tablet �. �. �. 

Entry Rate (WPM) 18.58(4.42) 26.19(3.73) 0.005** 23.11(5.59) 26.89(4.73) 0.10 0.02 0.33 
Error Rate (CER) 2.66(2.10) 0.97(0.76) 0.14 1.39(1.61) 0.22(0.49) 0.18 0.36 0.13 
Deletions 1.50(0.74) 0.72(0.54) 0.002* 0.83(0.84) 0.48(0.54) 2.81 0.24 0.46 
IWI 2221(685) 1487(534) 0.009* 1261(583) 852(297) 0.12 0.003* 0.002* 

Finger Movements 
Swipe Length 89(4) 81(11) 0.36 102(6) 90(13) 0.038 0.005* 0.02 
Swipe Time 1549(320) 902(138) 0.005** 1457(343) 861(129) 0.005* 1.17 0.59 
Z-Axis Movement 0.136(0.02) - - 0.142(0.026) - - 0.41 -

Eye Movements 
Gaze Shifts 3.23(1.24) 2.97(1.35) 0.37 1.95(1.08) 2.09(1.19) 0.91 0.005* 0.053 
On Keyboard Ratio 0.95(0.03) 0.79(0.15) 0.007* 0.95(0.025) 0.82(0.13) 0.005* 0.41 0.45 
Fixation Numbers 23.57(4.07) 17.06(2.80) 0.005** 16.21(3.45) 12.09(2.24) 0.009* 0.005* 0.005* 
Fixation Durations 353(40) 276(50) 0.019* 340(46) 260(26) 0.005** 0.12 0.36 
Saccade Lengths 17.86(2.00) 17.39(3.17) 0.68 20.22(2.71) 19.24(2.85) 0.42 0.02 0.67 

Eye-fnger Coordination 
Distance 15.06(2.51) 16.49(3.043) 0.16 14.05(3.57) 15.03(3.00) 0.41 0.35 0.18 
Dissimilarity 9.34(1.64) 13.14(3.63) 0*** 8.29(2.02) 11.78(3.2) 0*** 0.12 0.27 
Mean WPL 1.022(0.004) 1.034(0.006) 0*** 1.020(0.006) 1.032(0.007) 0*** 0.42 0.50 
Signed Deviations -18.88(4.17) -9.43(3.71) 0*** -15.81(5.35) -8.50(4.10) 0.003* 0.08 0.51 

4 Results 

4.1 Performance 
Our results reveal clear diferences in performance between mid-

air and tablet typing, particularly in the novice condition (Task 1). 
Participants typed signifcantly slower in Mid-air (M = 18.58, SD 
= 4.42) compared to the Tablet (M = 26.19, SD = 3.73), � < 0.05. 
This fnding highlights the steeper learning curve associated with 
Mid-air typing, where the absence of tactile feedback and physical 
stability makes it difcult for users to achieve the same level of 
profciency as on the tablet. Despite the increased difculty, error 
rates (CER) were not signifcantly diferent between conditions. 
However, the backspace key was used signifcantly more frequently 
(� < 0.05) by participants in the Mid-air condition (M = 1.50, SD = 
0.74) than on the Tablet (M = 0.72, SD = 0.54), indicating a greater 
need for correction. 

Additionally, participants took signifcantly longer to resume 
typing between words in Mid-air, as shown by the higher inter-
word interval (M = 2221 ms, SD = 685 ms) compared to the Tablet 
(M = 1487 ms, SD = 534 ms), � < 0.05. This reinforces the notion 
that Mid-air typing demands greater motor efort, likely due to 
the increased reliance on visual attention and proprioception. 

Interestingly, in Task 2 (expert condition), no signifcant difer-
ences in text entry rates or error rates were observed between 
Mid-air (M = 23.11, SD = 5.59) and Tablet typing (M = 26.89, 
SD = 4.73), � = 0.18. The inter-word interval also decreased in 
Mid-air typing (M = 1261 ms), suggesting that participants became 
more efcient with practice, though no signifcant diferences were 
found compared to Tablet typing (M = 852, � = 0.12). This fnding 
indicates that with sufcient experience, participants adapted to 

the Mid-air interface, achieving performance comparable to the 
Tablet condition. The decreased frequency of deletions from Task 1 
to Task 2 in Mid-air (M = 1.50 to M = 0.83) likely resulted from 
increased familiarity which, in turn, improves accuracy and reduces 
the need for corrections over time. 

4.2 Finger Movements 
The analysis of fnger movements during swiping gestures revealed 
diferent motor patterns between conditions. During Task 1, par-
ticipants took signifcantly longer to perform swipe gestures in 
the Mid-air condition (M = 1549 ms, SD = 320 ms) compared to 
the Tablet condition (M = 902 ms, SD = 138 ms), � < 0.05, indi-
cating that participants took more time to complete swipes when 
typing mid-air. However, there was no signifcant diference in 
Swipe Length between Mid-air (M = 89, SD = 4) and Tablet typing 
(M = 81, SD = 11), � = 0.36. This suggests that while participants 
maintained consistent gesture ranges across both conditions, they 
performed these gestures more cautiously in the Mid-air setting. 
The lack of physical boundaries in mid-air typing likely led partici-
pants to slow down and execute the gestures with greater control to 
ensure accuracy, compensating for the absence of tactile feedback 
provided by the tablet surface. 

In Task 2, Swipe Time remained signifcantly longer in Mid-air 
(M = 1457 ms, SD = 343 ms) compared to Tablet typing (M = 861 ms, 
SD = 129 ms), � < 0.05, indicating that even with practice, mid-air 
gestures still take longer to execute. Interestingly, Swipe Length 
increased signifcantly in Mid-air typing during Task 2 (M = 102, SD 
= 6). This suggests that as participants became more familiar with 
the mid-air interface, they developed more exaggerated gestures, 
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perhaps as a result of growing confdence in their ability to interact 
with the system. With practice, participants may have adapted to 
the virtual keyboard’s boundaries and began gesturing more freely, 
making use of the available space to enhance control and accuracy. 

Z-axis movement did not show signifcant diferences across 
tasks or conditions, indicating that the vertical component of the 
swipes remained consistent in Mid-air typing across both tasks, 
regardless of experience. As the onset and ofset of the swiping 
gesture were controlled by a depth threshold in the system, it is 
likely that participants adapted their motor control strategies to 
operate within this constraint. Most of the motor control adjust-
ments in Mid-air typing may have been focused on limiting fnger 
movements in the depth direction to avoid crossing the threshold 
unintentionally, thereby ensuring more accurate gesture input. 

4.3 Eye Movements 
Our eye movement analysis demonstrates the additional visual 
demands associated with Mid-air typing. In Task 1, participants 
made signifcantly more fxations in the Mid-air condition (M = 
23.57, SD = 4.07) than in the Tablet condition (M = 17.06, SD = 2.80), 
� < 0.005, and spent more time fxating on the virtual keyboard 
(On Keyboard Ratio: M = 0.95, SD = 0.03) compared to the Tablet 
(M = 0.79, SD = 0.15), � < 0.01. This suggests that the lack of tactile 
feedback in Mid-air typing forces users to rely heavily on visual 
feedback to guide their input, making the process more visually 
demanding. Additionally, Fixation Durations were signifcantly 
longer in Mid-air typing (M = 353 ms, SD = 40 ms) compared to the 
Tablet (M = 276 ms, SD = 50 ms), � < 0.05, further supporting the 
hypothesis that Mid-air typing requires sustained visual attention. 

We also found a strong positive correlation between the number 
of fxations and the number of characters in Task 1 for both Mid-air 
(� = 0.77, � < 0.0001) and Tablet typing (� = 0.81, � < 0.0001), 
with no signifcant diference between the two conditions (� = 
0.27, � = 0.7856), as shown in Fig.5. This indicates that both input 
modalities require more visual attention as text complexity (number 
of characters) increases, but mid-air typing demands higher levels 
of visual engagement overall. 

We further analyzed the spatial distributions of these fxations. 
As shown in Fig. 6, we calculated the number of fxations within 
each key that fell into the spatial range corresponding to the vertical 
ofset between keyboard rows (highlighted by the red circle in the 
Fig.2). In our keyboard design, the vertical ofset between rows (10.5 
units) was greater than the horizontal ofset between keys (7.5 units). 
We used the larger vertical ofset as the radius of this spatial range in 
order to account for peripheral fxations that may not directly align 

(a)

(b)

with key centers. This approach aimed to accommodate the natural 
Figure 5: Scatter plots showing the correlation between the 

imprecision in gaze fxation points relative to key locations. Setting 
Number of Characters in a phrase (X-axis) and the Number 

the vertical ofset as the radius for the spatial range represents a 
of Fixations (Y-axis) for the Tablet and Mid-air conditions.

larger threshold for fxation analysis. If the Tablet condition still 
The red lines represent the linear trendlines ftted to the data. 

shows signifcantly fewer fxations within this range, it suggests 
that participants allocated less visual attention to the critical area 
while typing on the tablet. 

A signifcantly lower number of fxations were observed within directed their eye gaze signifcantly less frequently to the critical 
this range for the Tablet condition compared to the Mid-air con- area during typing on tablet. 
dition for both Task 1 (� < 0.05, Cohen’s � = 1.28) and Task 2 In Task 2, while the number of fxations reduced for both condi-
(� < 0.05, Cohen’s � = 1.67). This indicates that the participants tions, Mid-air typing still required more fxations (M = 16.21, SD 
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(a) (b)

(c) (d)

Figure 6: (a)-(d) Boxplots comparing the number of gaze fx-
ation points within the height range of target letter keys 
(In Range), the total number of fxations per phrase (Total), 
and the number of characters per phrase (Char) across two 
conditions and two tasks. 

= 3.45) than Tablet typing (M = 12.09, SD = 2.24), � < 0.05. The 
On Keyboard Ratio remained signifcantly higher in Mid-air (M = 
0.95, SD = 0.025) compared to Tablet typing (M = 0.82, SD = 0.13), 
� < 0.05. These fndings suggest that while participants become 
more visually efcient with practice, Mid-air typing still demands 
more visual attention than Tablet typing. Even as participants 
gained experience, mid-air typing continued to demand almost all 
of the visual attention as they spent 95% of the time spent executing 
a gesture looking at the keyboard. 

These fndings suggest that mid-air typing demands signifcantly 
more visual attention, as refected by the higher number of fxations, 
longer fxation durations, and proportion of gaze on the keyboard, 
particularly in the novice condition. These trends persist, though 
somewhat reduced, as participants become more experienced in 
Task 2. 

4.4 Eye-fnger Coordination 
4.4.1 Distance. We used the average Euclidean distance between 
eye gaze positions and fnger positions to measure the spatial prox-
imity. None of the comparisons show statistically signifcant difer-
ences after correcting for multiple comparisons. The results suggest 
that the two conditions of input and task type do not signifcantly 
impact the spatial relationship between eye and fnger movements 
during gesture typing. 

4.4.2 Dissimilarity. We used Dynamic Time Warping (DTW) dis-
tances to assess the spatial-temporal coordination between eye 
and fnger movements. We normalize the DTW distances using 
min-max normalization with the keyboard bounds as the min and 
max values. Using the keyboard’s dimensions keeps the spatial 
relationships intact while ensuring the data is uniformly scaled to 
[0, 1] and directly comparable across diferent trials. 

Across both tasks, the Mid-air condition exhibited signifcantly 
lower dissimilarity between eye and fnger movements, but no 
signifcant diferences were observed between tasks within each 
modality. For Task 1 (random phrases), the mean DTW distance 
in the Mid-air condition was signifcantly lower at 9.34 (SD = 
1.64) compared to the Tablet condition (M = 13.14, SD = 3.63; 
� < 0.05). Similarly, in Task 2, the mean DTW distance for Mid-air 
was 8.29 (SD = 2.02), while for Tablet it was 11.78 (SD = 3.20), 
again showing a signifcant diference between the two conditions 
(� < 0.05). These fndings indicate that participants in the Mid-

air condition exhibited tighter synchronization between eye and 
fnger movements (lower DTW distance) compared to the Tablet 
condition across both tasks. 

No signifcant diferences in DTW distance were found between 
Task 1 and Task 2 for both the Mid-air (� = 0.12) the Tablet 
(� = 0.27) conditions. These results suggest that the type of task 
does not substantially afect eye-hand coordination within each 
modality, implying that participants’ coordination performance was 
relatively stable and increased familiarity with phrases does not 
lead to notable changes in eye-hand coordination patterns within 
the same input modality. 

4.4.3 Variance Analysis. A Levene’s test was conducted to assess 
the equality of variances in DTW distance between the Mid-air 
and Tablet conditions. The test revealed the variability in DTW 
distance was signifcantly greater in the Tablet condition com-

pared to the Mid-air condition. This suggests that participants’ 
eye-hand coordination in the Tablet condition was more incon-
sistent, while the Mid-air condition exhibited more stable and 
consistent synchronization between eye and fnger movements. 

4.4.4 Word Perplexity. Word perplexity is a metric derived from 
language models that quantifes the uncertainty or predictability 
of a sequence of words. It is directly related to entropy, � , a funda-
mental concept in information theory that measures the average 
uncertainty inherent in a probability distribution. For a sequence 
of words, entropy is defned as: ∑ 

� = − � (�� ) log � (�� )
� 

Here, � (�� ) represents the probability of the �-th word in the se-
quence. Perplexity is the exponential transformation of entropy, 
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Figure 7: The scatter plot displays the relationship between 
Average DTW Distance (X-axis) and Word Perplexity (Y-axis) 
for the Tablet and Mid-air conditions. Two distinct colors 
represent each condition: blue for the Mid-air condition and 
red for the Tablet condition. 

given by: 

= 2� ���������� 

This transformation translates the theoretical concept of entropy 
into a more interpretable scale, representing the efective size of 
the set of potential next words. Lower perplexity values correspond 
to sequences that are more predictable, while higher perplexity 
values indicate greater uncertainty and linguistic complexity. In 
this study, word perplexity serves as a proxy for word complexity, 
enabling us to investigate how linguistic uncertainty infuences 
visuomotor coordination patterns during gesture typing under the 
two conditions. 

To explore the relationship between DTW Distance and Word 
Perplexity, we conducted a Spearman correlation analysis for each 
condition, as the Shapiro-Wilk test confrmed that Perplexity data 
was not normally distributed. The analysis revealed a statistically 
signifcant positive correlation between DTW Distance and Per-
plexity (� = 0.180, � < 0.01) in the Tablet condition, as illustrated 
in Fig.7. This result suggests that as word complexity (perplexity) 
increases, DTW Distance tends to increase, indicating more pro-
nounced eye-fnger desynchronization. Notably, this relationship 
was not signifcant in the Mid-air condition, implying that mid-air 
gesture typing may provide more stable coordination patterns, even 
when word complexity increases. 

4.4.5 Alignment Steps. The Mean Warping Path Length represents 
the average number of alignment steps, as shown in Fig.1(c), re-
quired to synchronize eye and fnger movements over time in the 
DTW analysis. We normalized the warping path length by the fn-
ger and eye movement sequence length for direct comparisons. 
The mean alignment path was signifcantly shorter in the Mid-air 
condition (M = 1.022, SD = 0.004) compared to the Tablet condition 

(M = 1.034, SD = 0.006), � < 0.05. further supporting the tighter 
synchronization of eye and fnger movements in mid-air typing. 
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Dynamic Lead/Lag Behavior Across Conditions and Tasks

Figure 8: The signed deviations (Finger - Eye) over normal-

ized time steps for both Mid-air and Tablet conditions 
across Task 1 and Task 2. Each subplot includes the mean 
deviation trajectory (blue line) with a shaded region repre-
senting variability across trials. 

4.4.6 Lead/Lag Behavior—Temporal Alignment. The signed devia-
tion refers to the diference between two time-aligned sequences, 
indicating the extent and direction of the deviation at each step of 
the alignment path. In both conditions, eye gaze led fnger move-

ments, with more pronounced time lag in the Mid-air condition 
(M = -15.809, SD = 5.353) compared to the Tablet condition (M = 
-8.502, SD = 4.096), � < 0.05. This lag remained consistent across 
Tasks (Fig. 8). 

The larger magnitude of the mean signed deviation in the Mid-

air condition, combined with the smaller DTW distance, suggests 
that this eye-fnger lag is more systematic and consistent over time. 
As a result, it likely contributes less to the overall DTW distance, re-
fecting a stable but delayed coordination pattern in mid-air gesture 
typing. 

4.4.7 Segmentation. To investigate spatial alignment further, we 
segmented swipe sequences into fve equal stages. This approach 
seeks to show how spatial alignment and synchronization evolve 
throughout a swiping gesture. Each sequence was divided into 
fve equally timed segments, ensuring that each stage represents a 
consistent portion of the gesture’s duration. This method allows 
for a detailed analysis of eye-hand coordination at diferent stages. 
It helps identify patterns such as strong alignment early in the 
gesture and the deterioration of synchronization late in the gesture. 
Analyzing these segments provides deeper insights than aggregate 
metrics alone. 

A three-way repeated measures ANOVA (between Segment, 
Condition and Task) revealed signifcant main efects for segment 
(� (4, 304) = 8.33, � < 0.05) and a signifcant condition-segment 
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(a) (b)

Figure 9: Box plots showing the distribution of mean eye-
fnger distance across fve segments of the swiping sequence 
for (a) Mid-air gesture typing in Task 1 and (b) Tablet typ-
ing in Task 1. 

interaction (� (4, 304) = 3.38, � < 0.05). As illustrated in Fig.9, post-
hoc analyzes indicated that in Mid-air typing, Segment 1 exhibited 
signifcantly lower distances compared to Segment 3 (� < 0.053) 
and Segment 5 (� < 0.05). For Tablet typing, Segment 5 consis-
tently demonstrated signifcantly higher distances compared to all 
other segments (all � < 0.05). 

The observed trends suggest that eye-hand synchronization de-
teriorated toward the fnal stages of both conditions, with larger 
gaps emerging between eye and fnger movements. This may be 
attributed to participants visually checking the text area to confrm 
the typing results toward the end of each gesture, leading to a brief 
desynchronization. The signifcantly lower eye-fnger distance in 
the frst segment of Mid-air typing suggests that the initial touch-
on movement to reach the typing threshold of the virtual keyboard 
requires additional attention without haptic feedback. Interestingly, 
in the Mid-air condition, there was a notable fuctuation during 
the middle segments of the swiping sequence. We suspect that this 
is due to visual search for the next key while maintaining fnger 
position stable until the next letter is located. Another possible 
explanation for the dynamic changes in eye-fnger synchroniza-
tion is that the fnger moves faster between key targets and slows 
down when approaching the keys in Mid-air typing. This variable 
speed causes fuctuations in the eye-fnger distance, with tighter 
alignment around key presses and more signifcant gaps during 
transitions between keys. 

Although the overall DTW distances for each swipe in the Mid-

air condition are lower in both mean and variance compared to the 
Tablet condition, the dynamic behavior during the swipes may 
difer signifcantly. 

4.5 Perceived Workload 
Participants completed the NASA Task Load Index (NASA-TLX) 
questionnaire at the end of each condition. Fig.10 shows the mean 
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Figure 10: Mean NASA-TLX scale ratings. Note that a lower 
‘Performance’ rating indicates ‘better’ perceived perfor-
mance. The ratings for each item could range from 0 to 100. 

NASA-TLX ratings across all participants for both conditions. The 
Mid-air condition was considered by participants to be signif-
icantly more physically (� = 0.002) and mentally demanding 
(� = 0.02). The Mid-air condition also induced signifcantly more 
perceived efort (� = 0.02). Participants also perceived themselves 
as performing better and experiencing less frustration in the Tablet 
condition. However, the Friedman’s test revealed neither of these 
measured diferences were statistically signifcant. 

5 Discussion 
The key fnding of our study is that mid-air gesture typing necessi-
tates tighter and more consistent eye-hand coordination, charac-
terized by lagged synchronization between gaze and fnger move-

ments (RQ1). 
Interestingly, this lagged synchronization persists even as partic-

ipants become more familiar with the interface. Unlike prior work 
on touchscreen typing [15] or physical keyboard use [9], where in-
creased familiarity often leads to reduced visual reliance and more 
automatic motor responses, the current fndings in mid-air typing 
suggest that the coordination pattern remains largely consistent 
across experience levels. 

While the interaction becomes faster with practice, the founda-
tional eye-fnger coordination pattern appears to speed up in unison 
rather than demonstrating a clear shift towards reduced visual de-
pendence. This speaks directly to whether users exhibit common 
or diferent eye-fnger coordination patterns after practice: we fnd 
that while performance improves, the fundamental eye-leading-
fnger coordination pattern does not markedly change. Instead, the 
entire pattern accelerates uniformly, rather than shifting towards 
a more touch-typist-like mode with less visual dependency (RQ5). 
However, given the relatively limited familiarity achieved in this 
study, it’s unclear how these patterns might evolve with extended 
practice. 
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5.1 Performance Gaps between Mid-air and 
Tablet Typing 

Participants typed signifcantly slower in Mid-air compared to 
Tablet typing in Task 1. They also required signifcantly longer 
time to resume swiping and made more error corrections in Task 
1. These performance gaps diminished after practice in Task 2, 
where Mid-air typing performance became comparable to Tablet 
typing in terms of speed and accuracy. Over time, they adjusted 
their strategies to balance the speed and accuracy trade-of while 
coping with the lack of tactile feedback, the need for greater visual 
reliance and gradually improving their efciency. This improvement 
in performance despite persistent coordination patterns addresses 
how eye and hand behaviors relate to typing performance: as users 
become more adept, they type faster and more accurately, even 
though they still rely on visual guidance (RQ4). 

A major challenge in mid-air typing is the absence of tactile feed-
back, which complicates depth regulation during fnger movements. 
Dudley et al. [5] analyzed 3D fnger motions on a virtual keyboard 
and highlighted that the lack of a physical surface in mid-air typing 
signifcantly hinders depth control. This difculty leads to longer 
index fnger travel times and higher error rates compared to key-
boards aligned with a physical surface. Our fndings support these 
observations, showing that participants in the Mid-air condition 
exhibited prolonged gesture durations and a greater reliance on 
visual feedback (RQ3). While our analysis primarily focused on eye 
and fnger movements, prior work demonstrates that depth-related 
inefciencies play a critical role in reducing typing performance 
and increasing cognitive load in 3D environments. 

It is important to note that participants were also not fully accus-
tomed to typing on the tablet, as this was not a typical touchscreen 
interface. However, we chose this particular keyboard size to en-
sure a fair comparison between conditions, leaving the absence of 
physical touch as the main distinguishing factor between Mid-air 
and Tablet typing. This allowed us to isolate the impact of touch 
on performance and coordination. 

5.2 Visual Attention Demands in Mid-Air 
Typing 

Mid-air typing required more visual attention, as refected in a 
higher number of fxations, longer fxation durations compared to 
Tablet typing in both Tasks and almost all of the time focusing 
the visual attention on the keyboard. Even as participants gained 
experience (Task 2), Mid-air typing continued to demand more vi-
sual resources (RQ3). Several factors contribute to the high reliance 
on visual attention in Mid-air gesture typing. 

First, participants must visually ensure their fnger movements 
stay within the virtual keyboard’s boundaries. Unlike physical or 
touchscreen keyboards, which provide tactile feedback, the absence 
of physical constraints in Mid-air typing requires constant visual 
guidance. 

Second, since Mid-air interfaces lack tactile landmarks, visual 
feedback becomes critical for locating the next key—participants 
frequently engaged in visual search to maintain accuracy since they 
could not rely on touch to guide their fnger movements. One partic-
ular difculty was the sense of depth when interacting with virtual 
interfaces in mixed reality. The absence of physical boundaries not 

only complicated horizontal navigation across the keyboard but 
also made it challenging to manage fnger movements in the depth 
dimension. Without clear spatial references, participants had to 
rely heavily on visual feedback to avoid unintentional actions, such 
as crossing virtual boundaries. 

The larger size of both the mid-air and tablet keyboards necessi-
tates greater arm movements compared to traditional touchscreen 
keyboards, further complicating the reliance on motor memory. 
The expansive gestures required for swiping across these larger 
keyboards make it difcult for participants to develop the kind of 
muscle memory they would in a smaller, more confned space, such 
as on a standard touchscreen. Training motor memory to perform 
such large, precise movements without visual guidance appears 
challenging, which may explain why participants continue to de-
pend on visual feedback even with practice. The increased physical 
demands of covering a larger area could also contribute to this 
reliance on visual feedback, as participants need to ensure accurate 
fnger placement over a wider space. 

Moreover, despite the presence of auditory feedback to signal key 
events (such as when a fnger lifts of the keyboard), participants still 
relied heavily on visual cues. This suggests that auditory feedback 
alone is insufcient to guide accurate movements in mid-air typing, 
likely due to the lack of tactile feedback, the sense of depth, and the 
larger space required for gestures. Visual feedback remains essential 
for maintaining control and precision throughout the interaction. 

While this study focuses on gesture typing, other input methods 
such as direct touch typing, bimanual typing, and indirect input 
using a raycast interaction also impose unique visual demands. 
Understanding how users deploy their gaze during these methods, 
particularly in mid-air or virtual environments, could reveal insights 
into the visual-motor strategies required for efcient interaction 
and guide the design of more usable input systems. 

5.3 Eye-Finger Coordination 
In Mid-air typing, the coordination between eye and fnger move-

ments is tighter and more consistent compared to Tablet typ-
ing (RQ2). This means that while the eyes and fngers maintain a 
similar spatial relationship in both conditions, they are more syn-
chronized in time during mid-air typing. The lower DTW distances 
in the mid-air condition show that eye and fnger movements align 
more closely throughout the typing sequence. 

We used the DTW distance to quantify both spatial and temporal 
dissimilarities between eye and hand movement sequences. Unlike 
the Partial Curve Mapping (PCM) method used in prior work [15], 
which only provides a dissimilarity score based on local alignment 
between portions of the sequences, DTW aligns the entire length of 
the sequences by warping their temporal alignments. This makes 
DTW more suitable for comparing eye-hand coordination during 
gesture typing, where continuous alignment across the entire swipe 
sequence is critical. In contrast, PCM’s focus on local alignment 
makes it less appropriate for capturing the full complexity of eye-
hand interactions in this context. 

This synchronization is characterized by a consistent lag, where 
the eyes lead the fngers. The larger negative signed deviation 
indicates that the eyes consistently anticipate the next key before 
the fngers move to it. This lagged synchronization refects a pattern 
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where the eyes guide the fngers, ensuring more precise timing, 
but with the fngers always following slightly behind. This tighter 
coordination suggests that, in mid-air typing, users rely heavily on 
visual feedback to control their fnger movements, with the eyes 
setting the pace for the fngers to follow. 

The cautious typing approach observed in mid-air gesture typing 
aligns with the fndings of Liu et al. [27], who found that partici-
pants engaged their eyes with the next target earlier and for longer 
during more challenging tasks. This adaptation suggests that par-
ticipants deliberately slowed their hand movements to manage the 
cognitive demands of visually searching for target information. 
Similarly, in the Mid-air condition of our study, participants ex-
hibited longer fxations and a higher number of visual adjustments, 
refecting their reliance on visual guidance to maintain accuracy 
in the absence of tactile feedback. This deliberate strategy likely 
prioritizes precision and mitigates errors in visually demanding 
environments. 

Beyond synchronization, mid-air gesture typing imposes a higher 
cognitive load compared to tablet typing due to its reliance on visual 
attention and the lack of tactile feedback. The increased fxation 
frequency and duration observed in the mid-air condition highlights 
the necessity of visual guidance to compensate for the absence of 
physical boundaries. The NASA-TLX results further confrm the 
higher perceived mental and physical demands of mid-air typing. 
The lagged synchronization between eye and fnger movements 
refects a deliberate strategy to manage visuomotor challenges, with 
the eyes guiding fnger movements to ensure precision. 

5.4 Design Implications 
Our fndings suggest two possible design paths to improve mid-air 
gesture typing systems (RQ6): 

Leveraging Eye-Hand Coordination for Predictive Models. Despite 
eforts to enhance mid-air gesture typing through gaze-based pre-
dictive models, previous methods have achieved limited success 
in boosting the typing performance [36, 50]. Our study provides 
insights into why these gaze-based methods may have achieved 
only limited improvements. First, as evidenced by our fndings (see 
Fig.6), users do not fxate on all the letters in a word, especially 
during touchscreen typing. In fact, less than 40% of the letter keys 
in each phrase were covered by the participants’ fxation ranges. 
This suggests that gaze is not always directly tied to fnger move-

ments, particularly when users are typing efciently. In mid-air 
typing, the coordination we observed is a result of users adopting 
compensatory strategies to overcome the system’s constraints, such 
as the lack of tactile feedback, rather than refecting their natural 
typing behavior. 

Second, even among the 40% of accurate fxations, the system 
does not yet know if they were made immediately before the fnger 
moved toward that key. Given the extended lag observed between 
eye and fnger movements in the mid-air condition, it is highly 
likely that gaze behavior is not always predictive of immediate 
fnger actions. This further complicates the efectiveness of gaze-
based predictive methods, as the gaze does not consistently lead 
fnger movements, limiting the potential for gaze direction to ac-
curately forecast typing actions. Moreover, when gaze and fnger 
movements are closely synchronized, the model operates in a more 

closed-loop fashion, providing limited opportunities for predictive 
enhancements. This means that gaze behavior often lacks additional 
predictive signals beyond what is already refected in fnger move-

ments, further reducing the efectiveness of gaze-based models. 
The fuctuating nature of eye-fnger coordination during difer-

ent segments of the swiping gesture further complicates the use 
of gaze for prediction. Our segmentation analysis revealed that 
eye-hand synchronization deteriorated toward the fnal stages of 
gestures in both conditions. In Mid-air typing, there was notable 
fuctuation during the middle segments, possibly due to users visu-
ally searching for the next key or adjusting their fnger speed. This 
variability indicates that gaze behavior is not always a straightfor-
ward predictor of the next intended key, making it challenging for 
models to accurately anticipate user input based on gaze alone. 

Therefore, the limited success of these gaze-based methods can 
be attributed to the fundamental coordination challenges in mid-air 
typing, where gaze and fnger movements are tightly coupled but 
often out of sync in ways that are difcult to predict. While these 
challenges limit the efectiveness of current gaze-based methods, 
the fndings from this study ofer an opportunity to inform the 
design of more sophisticated predictive models for mid-air word-
gesture typing. By incorporating an understanding of the temporal 
lag and variability in gaze and fnger coordination, future systems 
could dynamically adapt their predictions to better align with users’ 
natural input patterns. Such designs could help address the inherent 
constraints of mid-air typing and improve efciency in ways that 
existing models have yet to achieve. 

Decoupling Visuomotor Requirements. Decoupling visuomotor 
coordination refers to reducing the heavy reliance on visual feed-
back and mitigating the constraints that force users to coordinate 
eye and fnger movements so tightly. One of the primary limita-

tions forcing the tight coordination between eye and hand is the 
hard threshold for touch activation on the virtual keyboard. A rigid 
boundary makes users overly cautious, slowing down their move-

ments and increasing visual attention. By dynamically adjusting 
the threshold based on fnger movement speed and proximity, acci-
dental key activations could be minimized, allowing users to move 
more fuidly and confdently without constantly checking their fn-
ger position. Additionally, expanding the fexibility of gesture input 
to allow for more forgiving and adaptive recognition of swipes and 
fnger movements would also help reduce the reliance on visual 
confrmation. 

6 Conclusion 
In summary, this paper provides a comprehensive empirical inves-
tigation into eye-hand coordination during mid-air gesture typing 
in mixed reality. By examining the absence of tactile feedback and 
its efect on typing performance, we observed that while users 
achieved comparable typing rates, mid-air typing introduced a 
lagged but tighter synchronization between eye gaze and fnger 
movements. This consistent lag suggests that users adapt their 
visuomotor strategies to compensate for the absence of physical 
boundaries. 

Our study also ofers a rich dataset of visuomotor movements in 
both mid-air and tablet conditions, providing valuable insights into 
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the dynamics of gesture typing. These fndings contribute action-
able design implications for improving mid-air typing interfaces, 
particularly by addressing the cognitive and motor challenges of 
MR environments. The recommendations derived from our results 
lay the groundwork for future developments in optimizing MR 
text entry systems, aiming to enhance both performance and user 
experience. 
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