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Abstract
Human–Computer Interaction for AI Systems Design is an
eight-week short online course aimed at professional stu-
dents. It is part of an online course platform called Cambridge
Advance Online, which is a joint effort between Cambridge
University Press & Assessment and the University of Cam-
bridge. This course launched in July 2023 amidst a massive
increase in interest in AI and its applications, and quickly be-
came one of the platform’s highest-enrolling courses, attract-
ing about 50 students per quarterly course run. To date, more
than 200 students have completed the course, and more than
90 percent have rated their experience ‘good’ or ‘excellent’.
This paper reports on our experiences in designing and teach-
ing this course.

Introduction
This paper explains the course design philosophy, syllabus
and design, outcomes, and principles for a course on AI that
tackles human–AI system design. Human–Computer Inter-
action for AI Systems Design is an eight-week commer-
cial short online course aimed at professional students. This
course launched in July 2023 and has been a success—to
date, more than 200 students have completed the course, and
more than 90 percent have rated their experience ‘good’ or
‘excellent’.

The central idea behind this course is to teach students
to build human–AI systems. There is a rich body of teach-
ing materials on machine learning and artificial intelligence
(Russell and Norvig 2016; Bishop 2006; Flach 2012). Simi-
larly, there is a plethora of information on human–computer
interaction, including several textbooks (Dix 2004; Preece,
Rogers, and Sharp 2015; Shneiderman and Plaisant 2010).
This course addresses the gap in between—how do we build
systems bestowed with AI that allow users to achieve their
goals in ways that are effective, efficient, and safe?

We are surrounded by human–AI systems in our every-
day life. For instance, many of us rely on spam filters, auto-
correct, spelling and grammar checking, speech recognition,
gesture recognition, chatbots, smart climate controls, and
so on. Beyond immediate visibility, human–AI systems are
gradually being introduced in workplaces, offering opportu-
nities ranging from automating mundane and routine tasks

Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

to playing an active part in redefining work, for instance, as-
sisting people in creative tasks.

Such human–AI systems are challenging to build for sev-
eral reasons. First, they are complex—they involve not only
many modules, subsystems, and people, but also demand
consideration of data management, bias, professional ethics,
and so on. Second, they are tightly coupled, that is, the com-
ponents and people that comprise the system itself are brit-
tle as they tend be heavily affected by changes in the sys-
tem. Third, the systems have emergent properties. In par-
ticular, interactivity is a critical emergent quality of such a
system that can only be indirectly created through user inter-
face design. Since interactivity only manifests itself through
user interaction, and it is impossible to fully anticipate ev-
ery user’s needs, wants, and goals, as well as every possible
use context, it is challenging to design human–AI interaction
systems that yield interactivity that allow users to achieve
their goals in an effective, efficient, and safe manner.

The stance taken in this course is to view this design
problem through the lens of systems thinking—our aim is
to teach students to view human–AI system design holisti-
cally and accept the challenges and risks that arise when de-
signing complex systems (Elliott and Deasley 2007). How-
ever, while many system design failures can be attributed to
a lack of systems thinking (Monat and Gannon 2018), sys-
tems thinking itself does not present actionable principles or
methods for systematic human–AI design.

The approach taken in this course to ensure we are teach-
ing actionable human–AI system design through the lens of
systems thinking is to use design engineering as a founda-
tion on which we can infuse human-centered AI theories,
frameworks, and ideas (Kristensson et al. 2020). Design
engineering, sometimes referred to as engineering design,
is a branch of engineering that provides systematic design
methods for building products and some services that cov-
ers the entire design process, ranging from solution-neutral
problem statements1, concepts, embodiments, and detailed
designs, to manufacturing, support, and disposal (Pahl and
Beitz 2013). Design engineering allows us to teach human-
AI systems thinking in an actionable manner. .

1A solution-neutral problem statement is a problem statement
that is at such a high level of abstraction that it does not mention or
indicate potential solutions to the problem.
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Figure 1: An overview of the online course Human–computer Interaction for AI Systems Design. The course teaches students
human–AI system design using a triple diamond model. The first diamond focuses on arriving at a well-defined design task that
can be meaningfully tackled as a design problem. The second diamond explores the creation of meaningful function models
that can describe the system design problem at the functional level. The third diamond concentrates on translating functions into
solutions by focusing on designs that yield meaningful interactivity between users and AI systems. Safety, risk, governance,
deployment, and appropriation cut across all three diamonds in this model.

We use methods from design engineering, such as
solution-neutral problem statements, system mapping, and
function modeling, to teach students how to systematically
elaborate on a system design that is sufficiently abstract to
avoid design fixation, but also sufficiently detailed to enable
infusion of human–AI frameworks and approaches, such as
reasoning about the types and levels of automation in the
system, interaction with automated services, system inter-
pretability, shared control, and safety and risk.

Course Design Philosophy

The course is specifically designed for working profession-
als who may need to design human–AI systems but who may
not be machine learning specialists. As such, it covers the
entirety of the human–AI systems design cycle, from writ-
ing solution-neutral problem statements, carrying out user
research and mapping systems to considering adoption, ap-
propriation, and risk.

The course material itself is presented using a rich variety
of text, custom imagery, video, audio, and interactive exer-
cises. The exercises serve both to give students the opportu-
nity to apply what they have learned and to allow them to
self-assess how well they master the content.

Course Model

Figure 1 illustrates the high-level design of the course. We
view the human–AI system design process as a sequential
triple diamond process. Each diamond represents a phase
of divergence and convergence. In a divergence phase the
designer expands the space of solutions through design ac-
tivities. In a convergence phase, the designer decreases the
space of solutions through evaluation and critique.

Developing a Well-Defined Design Task
The first diamond is focused around arriving at a well-
defined design task, that is, a design task that has (1) de-
sign decisions that can be made; (2) a design space that
can be explored; (3) objectives describing what the design
should achieve; and (4) constraints, such as requirements or
limits. This is a view of design as a problem solving activ-
ity (Newell and Simon 1972).

To teach students how to do this, we teach them the tech-
nique of iteratively reformulating problem statements into
increasingly solution-neutral terms by arriving at a solution-
neutral problem statement, we teach them how to elicit
requirements, and we teach them how to define a system
boundary that encompasses all relevant aspects of the sys-
tem, including components, subsystems, networks, people,
regulation, and so on.

This diamond illustrates a process of initially increasing
the level of abstraction by arriving at a problem statement in
solution-neutral terms, followed by a subsequent decrease
in abstraction by elaborating on requirements and setting a
system boundary.

Elaborating Function Models
One of the outputs of the first diamond is an overall function
of what the human–AI is supposed to carry out. The sec-
ond diamond decomposes this overall function into one or
several function models. Function models, such as function
structures (Pahl and Beitz 2013) or Function Analysis Sys-
tems Technique (FAST) diagrams, allow a designer to grad-
ually decompose an overall function into the key subfunc-
tions. For example, the overall function Auto-Correct
Word may be initially decomposed into the subfunctions
Type Key, Infer Word and Replace Word.

Function models allow designers to elaborate on the key

29029



functions in a design and describe how they interrelate.
Function structures are function models that connect func-
tions by input and output signals while FAST diagrams are
function models that describe relationships between func-
tions in terms of abstraction. Regardless of which function
model is used, once it has been created it is possible to
apply frameworks to reason about AI systems design. The
course introduces the types and levels of automation frame-
work (Parasuraman, Sheridan, and Wickens 2000), which
considers the type of automation, such as action or decision
automation, and level of automation that is appropriate for a
particular function.

The second diamond represents the iterative process of
divergence that arise due to further elaborations of func-
tion models and automation considerations, and conver-
gence emerging through the elimination of less useful func-
tion models and automation solutions that are unlikely to
succeed.

Designing for Emergent Interactivity
The output of the second diamond is a functional descrip-
tion of a human–AI system that is, to some extent, solution
neutral. That is, the function model describes what should
be done but does not prescribe precisely how to do it.

The third diamond captures the central idea of design en-
gineering: that once we know which functions we desire and
understand how they interrelate, we can proceed to translate
functions into function carriers, sometimes called solutions.

The third diamond illustrates this idea by considering
designing for emergent interactivity as the central activity.
When we select solutions to functions, such as a specific
machine learning algorithm to carry out inference or a par-
ticular visualization technique to illustrate system status, we
either implicitly or explicitly give rise to interactivity, which
is an emergent property of a human–AI system.

We teach students to consider such interactivity from sev-
eral perspectives. First, by teaching students the principle
of direct manipulation (Shneiderman 1982) and the model
of interaction as goal-directed dialogue (Norman 1988), it
is possible to introduce principles of mixed-initiative inter-
faces (Horvitz 1999), which enable the design of dialogues
between users and automated services by the application
of the principle of direct manipulation. This gives rise to
a range of human–AI design considerations, such as iden-
tifying opportune times to interrupt users, balancing trade-
offs between automation benefits and costs, and designing
solutions that enable users to initiate, pause, terminate, and
configure automation.

Further, building on the idea of interaction as dialogue,
the course teaches students how to design for interpretabil-
ity, including visualizing and otherwise making sense of data
underpinning AI services, and explainable AI techniques
for translating design objectives, such as mitigating hu-
man cognitive biases, to effective explainable AI techniques
(e.g. (Wang et al. 2019)). Other issues that are discussed
here include the nature of uncertainty and why it is not fre-
quently not possible to rely on confidence scores outputted
by AI systems (e.g. Vertanen and Kristensson (2008)), and

why large language models (LLMs) tend to generate false
information (so-called “hallucination”).

Finally, starting with the H-metaphor2 (Flemisch et al.
2003), we introduce the notion of shared control, to allow
students to experience and reflect on different models of
sharing control between users and AI services. The third
diamond captures this process by introducing a wide array
of approaches and principles for designing human–AI user
interfaces while simultaneously discussing how to evaluate
such user interfaces, either by simulation, using heuristics,
or by engaging in user studies.

Safety, Risk, Governance, Deployment, and
Appropriation
Overarching the triple diamond are concerns that span the
entire design process—safety, risk, governance, deploy-
ment, and appropriation. AI safety and risk are approached
through three lenses: (1) the human factors view of hu-
man error, including the idea of normal accidents (Perrow
1999); (2) risk management, as applied in engineering when
building products, systems, and services; and (3) governance
of AI systems, including principles and guidelines for pro-
fessional ethics, human control of technology, fairness, ac-
countability, and so on (Fjeld et al. 2020).

Another overarching aspect in the course is deployment,
as ultimately human–AI systems are only successful if they
are adopted by users. The research literature indicates that
the study of deployed systems is a rich source of design
know-how that can assist in identifying barriers and new de-
sign opportunities (e.g. (Kristensson, Mjelde, and Vertanen
2023)). The course teaches a range of methods of carrying
out deployment studies, ranging from unobtrusive methods,
such as log analysis, to in situ methods, such as contextual
inquiry.

Finally, for human–AI systems to be adopted users have
to appropriate them, that is, users have to learn interaction
strategies that allow them to carry out their goals when us-
ing the systems. In practice, such appropriation is frequently
social, that is, influenced by colleagues and friends (Or-
likowski 1995). The course teaches that appropriation is in-
evitable because designers cannot fully predict all future
interaction contexts and, even if they could, users’ needs,
wants, and values may change over time. We use an estab-
lished set of appropriation guidelines (Dix 2007) to create
awareness among students about this issue while simultane-
ously enabling them to apply guidelines to reason about how
users may appropriate human–AI systems.

Course Syllabus and Design
The course consists of eight modules, each of which are de-
signed to take the average student around six hours to work
through. Students are expected to complete one module per
week.

2The H-metaphor is a model of shared control between a hu-
man and and an automation system modeled on horse riding. It
introduces notions such as tight rein control when more control is
taken by the human and loose rein control when more control is
delegated to the automation system.
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Module 1: Human–AI Interaction
This first module explains what is meant by human–AI in-
teraction and why it is a distinct problem in comparison
to human–computer interaction, and AI and machine learn-
ing. It first observes that human-AI systems are actually all
around us: auto-correct on a capacitive touch mobile phone
keyboard, email spam filters, streaming service recommen-
dations, and search engines and chatbots are all examples of
deployed human-AI system which we increasingly rely on
in our daily lives.

The module explains why we need to design, what is
meant by design, and how people carry out design. It then
explains why human–AI system design is uniquely diffi-
cult. It introduces a technique for deriving a solution-neutral
problem statement from a problem context and subsequently
describes how to evolve a requirements specification for a
desired system by considering a variety of sources, includ-
ing user-elicited needs and wants.

Module 2: Function Modeling
This module explains how to use an overall function and de-
compose it into subfunctions using two easy-to-understand,
yet versatile, approaches to functional modeling: function
structures (Pahl and Beitz 2013) and FAST diagrams. The
former allows modeling a human–AI system as a series of
functions connected via flows of signals while the latter al-
lows discovering all critical functions by the successive elab-
oration of abstract functions into more concrete functions.

Both models can be parameterized and these parameters
can be classified into controllable and uncontrollable param-
eters. Controllable parameters can then be tuned or opti-
mized while the effects of uncontrollable parameters can be
studied through sensitivity analysis.

This module builds heavily on recent research in hu-
man–computer interaction on how to use design engineering
methods to systematically design and analyze interactive AI-
infused systems at an early stage in the design (Kristensson
et al. 2020; Kristensson and Müllners 2021; Yang and Kris-
tensson 2023; Kristensson 2024).

Module 3: Automation
This module introduces the automation problem and ex-
plains what is meant by automation and why automation is
not a silver bullet. It explains what is known as the ironies
of automation (Bainbridge 1983), where increasing automa-
tion levels can in fact amplify rather than reduce demands
on human attention and skill.

It teaches the types and levels of automation frame-
work (Parasuraman, Sheridan, and Wickens 2000), a well-
established framework for automation analysis, and demon-
strates how to apply it to functional descriptions of hu-
man–AI systems. It teaches how each function can be as-
signed a type (such as action automation) and level (such as
full automation) of automation and how these initial types
and levels of automation can then be evaluated using user-
centric criteria, such as the risk of complacency, and system-
centric criteria, such as the reliability of automation.

Module 4: Mixed Initiative Systems, Teaming and
Partnerships
This module teaches approaches for allowing users to inter-
act with AI. It begins by teaching the principle of direct ma-
nipulation (Shneiderman 1982) and ideas around viewing in-
teraction as dialogue. It then introduces principles for mixed
initiative interaction (Horvitz 1999), which couples direct
manipulation with automated services. Systems supporting
mixed initiative interaction allow both users and the automa-
tion service to take initiative for automation but also bestows
the user with substantial control to pause, resume, terminate,
and configure aspects of automation. In addition, the princi-
ples of mixed-initiative interaction raise issues about under-
standing the value of automation for users, the challenge of
identifying opportune moments to interrupt users with au-
tomation, and the importance of mixed initiative systems to
learn from user interaction.

It then discusses how human–AI interaction can be seen
as interaction between users and AI working in teams and
partnerships. This view gives rise to different concerns, such
as ensuring users and AI have a shared understanding of the
objectives. This leads to the introduction of the notion of
alignment and the high-level computational ideas that can
enable it.

Module 5: Understanding and Interpreting AI
A fundamental problem in human–AI systems is the diffi-
culty for users to interpret the actions or results of AI. This
module teaches the fundamentals of explaining AI to users.

It first introduces information visualization and explains
how visualization techniques translates abstract information
into visual variables. It provides an overview of visualization
methods for AI, in particular uncertainty visualization. The
central idea here is that data-driven AI is only as useful as
the data underpinning it, hence it is frequently important to
understand the nature of the underlying data.

In then covers a range of approaches to explainable AI, in-
cluding non-visual approaches such as dialogues (“Explain
why...”). To guide design, it introduces the theory-driven
user-centric explainable AI framework (Wang et al. 2019),
which links explainable AI techniques to objectives for guid-
ing human decision-making and avoiding cognitive biases.

An important aspect of this module is to get students to
realize the importance of data and uncertainty. First, data-
driven AI is reliant on high-quality data and thus poor qual-
ity data introduces risk. Second, there is inherent uncertainty
in both the underlying data and in any predictions or recom-
mendations generated by an AI system. It is also frequently
not possible to trust the confidence of an AI system due to
the way such systems tend to calculate the probabilities for
their predictions or recommendations.

Module 6: Managing Control and Agency
This module addresses three central interaction challenges
induced by human–AI systems. First, to ensure users have
sufficient control over a system. Second, to ensure users are
able to understand and interpret system output and behav-
ior. Third, the need to ensure users maintain their sense of
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agency: their sense of ownership of their actions.
It builds on research around metaphors, e.g. the H-

metaphor (Flemisch et al. 2003), and recent research on how
to objectively measure agency (e.g. Coyle et al. (2012)) to
discuss issues of shared control and agency in human–AI
system design.

An important aspect that is emphasized in this module
is just how challenging it can be to control a dynamic
system. To make this point, in the very beginning of this
module students are introduced to the challenge of balanc-
ing a simple isolated ecosystem consisting solely of foxes
and rabbits. Even though this dynamic system can be con-
trolled to reach equilibrium by solving the underlying differ-
ential equations (Lotka 1910; Volterra 1926), research has
shown that users find this system very challenging to con-
trol (Jensen and Brehmer 2003).

Module 7: Governance of Human–AI Systems
The highly successful data-driven machine learning tech-
niques that underpin most of the human–AI systems we see
in our daily lives, crucially, rely on data, and such data has to
be collected and processed. The treatment of such data, in-
cluding collecting, storing and processing it, has ethical im-
plications. In addition, data is used to train machine learning
algorithms; if the data is biased, it can lead the algorithms
to make biased decisions. Finally, AI has to be safe. This
module introduces these aspects of governance and teaches
the main challenges of principled management of human–AI
systems using an established set of principles (Fjeld et al.
2020).

It then introduces systematic risk management from an
engineering perspective. It begins by teaching students to
define a system boundary to ensure any risk assessment is
bounded and thereby tractable. It then teaches a range of
system mapping techniques to allow students to describe
the human-AI system in terms of its processes, people, data
flows, and so on. It then teaches risk assessment and risk vi-
sualization by introducing the structured what-if technique
(SWIFT), failure mode and effects analysis (FMEA), fault
trees, and risk matrices.

This module emphasizes that risk is pervasive and thus a
level of risk has to be accepted and managed. First, a risk-
free system cannot do any work. Second, complex tightly-
coupled systems with emerging properties induce normal ac-
cidents (Perrow 1999), that is, in such systems it is inevitable
that there are eventually undesirable outcomes. Thus, what is
important is to arrive at an acceptable level of risk and conse-
quently design processes to monitor and manage the accept-
able level of risk throughout the lifespan of the human-AI
system.

Module 8: Evaluating Human–AI Systems
It is vital to evaluate any system to ensure we have built
the thing right—verification—and built the right thing—
validation. This module introduces the verification cross-
reference matrix (VCRM) as a tool to ensure requirements
have been met, with a particular emphasis on the unique
challenges in verifying human–AI system requirements.
Such requirements frequently need to be situated within

carefully considered use contexts and user populations for
verification to be meaningful.

This module also discusses validation strategies that can
be used to ensure a system is fit for purpose either immedi-
ately before deployment or at the deployment stage. To make
the most out of deployment it also teaches how to carry out
deployment studies, such as log studies or surveys.

Finally, for human-AI systems to be successful they have
to be adopted by users. However, users only adopt sys-
tems if such systems enable them to achieve their goals.
When faced with new systems, users appropriate such sys-
tems, that is, they learn how to use these systems to achieve
their goals. It is therefore important to design for successful
appropriation. This module explains why appropriation is
inevitable—designs cannot anticipate all needs, wants, and
use contexts—and introduces an established set of appro-
priation design guidelines (Dix 2007) to assist students in
thinking about appropriation for their human-AI system de-
sign.

Assessment
Students must achieve a mark of 70 percent to pass the
course. This is obtained through a mixture of participating in
various interactive activities and assignments throughout the
course, submitting six end-of-module project assignments,
and submitting a final project report.

Each module project assignment asks students to imple-
ment learning from that module in order to complete a sec-
tion of a design of a human–AI system. Students share their
work in each module with one another and have the opportu-
nity to offer and receive feedback, and learn from one others’
work.

For the final project assignment, students assemble their
module tasks into a full design report of a human–AI system,
using the feedback and learning they have gained through-
out the course to update their previous efforts. Required ele-
ments include:

• solution-neutral problem statement and requirements
• function model and morphological chart
• automation strategy
• interaction strategy
• brief discussion on any interpretability issues arising in

the system
• issues around sharing of control and user agency
• system boundary and an analysis of the key risks in the

system
• verification and validation

These submissions are marked by the course tutors using
a rubric and all students receive detailed feedback. Students
receive a digital badge and certificate upon successful com-
pletion of the course.

Course Design Principles and Practice
The course was developed in tandem with a university aca-
demic course lead and a learning designer. The course is pri-
marily asynchronous and online, allowing students to work
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through the material at their own pace. However, the course
is also cohort-based, so all students in a cohort begin the
course simultaneously and each module unlocks for all stu-
dents at the same time. This allows students to make use
of interactive features, such as discussion boards and online
whiteboards, while ensuring that students will be working
through the material in roughly the same time frame, form-
ing a community of practice (Wenger 1999).

The learning design framework applied to scaffold the
course material uses a research-backed approach to struc-
turing interactive online learning, ensuring that constructive
alignment is maintained between learning material, learning
outcomes, and assessment. The framework also facilitates
a balance between different types (acquisition, practice, in-
quiry, production, etc.) of online learning activities.

The course learning design emphasizes an active learning
methodology to ensure that students leave the course with
actionable skills that they can take forward into their work-
place and beyond. In practice, this is done through smaller
interactive and reflective exercises embedded in the course
material which allow students to check for understanding,
engage in independent research, and connect new learning
to prior experience. The course also assigns larger, module-
level project assignments to allow students to integrate and
apply new knowledge to a topic or to relate learning to pro-
fessional practice. These module-level project assignments
ultimately lead to a course-level project which brings ev-
erything together. Tutors mark all submissions and moder-
ate interactive exercises, such as discussion forums, and are
available to students to help clarify material or assist with
queries.

In addition to the asynchronous material, each week the
academic course lead and tutor hold a one-hour live session
to explore that module’s topic in greater depth and to an-
swer questions. Although attendance at this live session is
not mandatory, the session is recorded and the recording is
made available for all students to view. These live sessions
last an hour each and typically 50–60% of the cohort attends
each live session.

Student Outcomes and Feedback
By the end of the course students are able to:

• derive a solution-neutral problem statement that moti-
vates a human–AI system and arrive at a requirements
specification that can be used to test the system

• design a function model of a human–AI system and ana-
lyze the types and levels of automation that can be used
to address the solution-neutral problem statement

• perform a risk analysis and determine the types of risks
that are inherent in the human–AI system and propose
mitigation activities

• create a verification cross-reference matrix that can be
used to verify that system requirements have been met for
all deployment contexts relevant to the human–AI system

• develop a strategy for managing the risks and governance
issues of a human–AI system

• create a validation strategy to ensure the human–AI sys-
tem is fit for purpose and addresses the overall function
it is intended to perform.

Selected Student Feedback
To date more than 200 students have completed the course
(about 80 percent of enrollees), and more than 90 percent
have rated their experience ‘good’ or ‘excellent’ on a five-
point scale (‘terrible’, ‘poor’, ‘average’, ‘good’, and ‘excel-
lent’). Here we share indicative anonymous qualitative stu-
dent feedback.

In response to the question, “What new knowledge or
skills have you acquired by taking this course?”’:

• “The base theory of human–AI that as a designer I should
know. It made me stronger and now I am aware how to
balance human [and] AI and what process or tool to use
to evaluate the ideas.”—September 2023

• “Before beginning the course I had very little to no
knowledge on what is AI is and the difference between
automation, AI and ML. This course helped me to com-
prehend each term in its own and I could also learn the
design process to design an AI system.”—January 2024

• “Methodical approach to designing a human AI
System—including how to describe the problem, de-
fine requirements, model the functions, primary and sec-
ondary evaluation criteria, automation and interpretabil-
ity strategies, address control and agency concerns; ver-
ification and validation methods, and post deployment
study strategies.”—January 2024

• “I learnt how to take a conceptual AI system apart and
build it in a way that augments human lives. This course
provided me several insights interesting insights into dif-
ferent factors that affect the development and implemen-
tation of AI. For e.g. I did not know how to build function
structures. It has been such a fascinating process learning
about these new tools. I had no knowledge of automation
strategies either. I think the first 4 modules introduced me
to several new concepts!”—January 2024

• “Most of the course [materials] were entirely new, but
thanks to the practical exercises, I learned to do them
independently. I also learned to look at the system de-
sign process holistically and see the importance, interde-
pendencies, and consequences of the different steps.”—
January 2024

In response to the question, “What did you find most en-
joyable about this course?”:

• “I found the interaction sections and quizzes particularly
enjoyable. They provided hands-on experience and rein-
forced the course material in an engaging and practical
way.”—April 2024

• “I thoroughly enjoyed the interactive live sessions, and
the quizzes and assignments helped me stay focused.”—
April 2024

• “Engaging with our tutor and other participants in the
weekly live lectures was a motivating way to learn. I also
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particularly enjoyed modules relating to interaction strat-
egy for the Human–AI team, as well as considering Con-
trol & Agency.”—Jan 2024

• “Probably function modelling and solution neutral prob-
lem statements. I enjoyed the quizzes as they really
helped make the concepts solidify in my mind. I felt like
I was learning a lot.”—September 2023

• “I enjoyed working on the tasks and the final project,
which were well-designed and helped reinforce my
course knowledge. The discussion assignments and
breakout sessions during live sessions challenged my
thinking on the given topics, and I appreciated hearing
different perspectives from peers who come from diverse
industries.”—July 2023

In response to the question, “What did you find most chal-
lenging about this course?”:

• “It was difficult to grasp some themes while working at
pace, but I have several areas that I will revisit to become
more comfortable.”—September 2023

• “The topic itself is a challenging one. Now I have a bet-
ter knowledge and looking forward to implement.”—July
2023

• “The concept of systems and the technicalities associated
with it was difficult for me to grasp as a designer coming
from UX /visual design background.”—January 2024

• “The most challenging aspect was balancing automa-
tion with human control to ensure usability and user
satisfaction. Developing comprehensive risk mitigation
strategies and ensuring all relevant factors were consid-
ered in the system boundary required careful thought and
analysis.”—April 2024

• “The most challenging aspect of this course was deriv-
ing flow charts and diagrams. Integrating these visual el-
ements required a deep understanding of complex con-
cepts and meticulous attention to detail.”—April 2024

• “Addressing ethical considerations and ensuring pri-
vacy and security in AI-driven systems added layers of
complexity.”—April 2024

Negative feedback generally centers on the theme of
time management, which is often a concern for professional
learners trying to balance continuing education against the
demands of work and non-work life, or quirks of the online
learning management system. In a widely available profes-
sional development course, it is difficult to anticipate the
prior knowledge and application needs of every potential
learner, and it is therefore to be expected that some learn-
ers will need more time than advertised to work through
and apply the material to their particular industry or orga-
nization. It would also be difficult to significantly reduce the
learning material or assignments and still achieve the same
level of learning outcomes. However, for future iterations of
the course we could consider content management options
such as learning pathways or optional activities which al-
low learners more control over their individual learning jour-
neys.

Conclusion and Outlook
This paper has introduced the course Human–Computer In-
teraction for AI Systems Design, an eight-week short online
course aimed at professional students. The course launched
in July 2023 and quickly became one of the platform’s
highest-enrolling courses, attracting about 50 students per
quarterly course run. To date more than 200 students have
completed the course, and more than 90 percent have rated
their experience ‘good’ or ‘excellent’ on a five-point scale
ranging from ‘terrible’ to ‘excellent’.

This paper has reported on our experiences in designing
and teaching this course. From student feedback, we conjec-
ture that the most critical aspect in explaining the success
of the course is the focus on actionable system design tech-
niques, which allow us to inject human–AI design insights
into the course in a way that readily allows the students to
apply their knowledge to their own human–AI designs.

This course demonstrates how recent research in hu-
man–computer interaction on early stage functional mod-
eling adapted from design engineering (Kristensson et al.
2020; Kristensson and Müllners 2021; Yang and Kristens-
son 2023; Kristensson 2024) can be used to provide stu-
dents with systematic design methods for human–AI system
design. The outcomes of these methods, such as solution-
neutral problem statements, system boundaries, function
models, and system maps, can subsequently be used as a
canvas for injecting AI-specific interactivity, such as analyz-
ing opportunities for automation, reasoning around shared
control, and identifying opportunities for visualizing uncer-
tainty or using explainable AI techniques.

In terms of outlook, we see two developments on the hori-
zon in the landscape of human–AI system design courses.
First, human–computer interaction is becoming increasingly
sophisticated in modeling interactivity using various com-
putational models, such as closed-form mathematical mod-
els and data-driven machine learning (Oulasvirta et al. 2018;
Williamson et al. 2022). As user interfaces become increas-
ingly sophisticated and reliant on inferring user intent from
noisy observations, there will be increasing demand in up-
skilling in this area.

Second, there is a lot of excitement about AI but a grow-
ing realization that AI needs to be infused into systems in
ways that add value to users. This necessitates design ap-
proaches that take more holistic system perspectives on de-
sign to ensure such systems are adopted by users and provide
effective, efficient, and safe interaction. There are a plethora
of design methods that tackle some of these aspects in the
human–computer interaction, design, and design engineer-
ing literature, but these developments need to be brought to-
gether into course offerings that equip students with versatile
toolboxes, principles, and techniques for human–AI system
design. Only then is it possible to realize the full potential of
state-of-the-art developments in the AI field to improve the
human condition.
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