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Figure 1: We introduce the Swarm Manipulation technique in Virtual Reality (VR) and compare it with two conventional
manipulation techniques: Hand and Controller (Ray-Casting). We evaluate these techniques based on three tasks: (1) Selection,
(2) Rotation, and (3) Resizing. During object selection, the swarm particles transition from their original color to blue.

ABSTRACT
The theory of swarm control shows promise for controllingmultiple
objects, however, its scalability is limited by costs, such as hardware
and infrastructure needs. Virtual Reality (VR) can overcome these
limitations, but research on swarm interaction in VR is limited.
This paper introduces a novel Swarm Manipulation interaction
technique and compares it with two baseline techniques: Virtual
Hand and Controller (ray-casting). We evaluated these techniques
in a user study (𝑁 = 12) in three tasks (selection, rotation, and
resizing) across five conditions. Overall, our results show that the
swarm manipulation technique did result in good performance,
exhibiting significantly faster speeds compared with at least one
of the other two techniques across most conditions for these three
tasks. Furthermore, this technique notably reduced resizing size
deviations in the resizing task. However, we also observed a trade-
off between speed and accuracy in the rotation task. The results
demonstrate the potential of the Swarm Manipulation technique
to enhance the usability and user experience in VR compared to
conventional manipulation techniques. In future studies, we aim
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to understand and improve swarm interaction, user control, and
internal particle cooperation.
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1 INTRODUCTION
The realm of robotics and drones has seen the effective imple-
mentation of swarm control theory [16, 27, 44, 56]. Swarm control
enables the coordination of numerous entities as a collective to
achieve a common goal, promoting efficient simultaneous selec-
tion and manipulation of multiple objects [38, 39, 51]. The benefits
are substantial, including scalability, fault tolerance, and robust-
ness [9], which allows systems to adapt to varying numbers of
entities, while fault tolerance ensures system functionality despite
individual agent failures [8]. Swarm systems also exhibit dynamic
adaptability, adjusting collectively to evolving conditions [9]. De-
spite these advantages, there are hindrances to the widespread
implementation of swarm control, such as high costs associated
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with hardware, communication infrastructure, and computational
resources, as well as the need for significant maintenance and ex-
pertise [19]. However, within the virtual reality (VR) environment,
many of these limitations of swarm control implementation can
potentially be mitigated. This makes the prospect of swarm interac-
tions in VR a compelling area of exploration, with the potential to
allow us to reimagine the way we interact with virtual objects [24].

In addition, exploring novel manipulation techniques and pro-
viding a simulated environment for intuitive and immersive inter-
actions with virtual objects has emerged as a promising direction
for improving user experience in VR [3]. Traditional techniques
of object selection and manipulation in VR rely on avatar hand
movements, which mimic the movements of the user’s real hands,
or controller-based ray-casting for object selection and allow for ad-
justment of movement gain to reach distant objects [4, 18, 33]. For
instance, users have the flexibility to utilize both hand controllers
for near and far field interactions on the Quest. Similarly, HoloLens
incorporates a ray-casting technique from the hand to facilitate
far-field interaction. While these methods are practical, there is a
trade-off between intuitiveness and efficiency. An emergent manip-
ulation technique is Ninja Hand [45], where the user’s real hands
in VR are mapped to multiple virtual hands. This approach holds
promise in reducing time spent moving and decreasing overall
workload. However, it comes with its own challenges, such as caus-
ing visual clutter due to the presence of numerous hands in the
virtual space, which can limit and even reverse its benefits with
increasing hand count [45].

This paper explores an alternative way of disassociating the vir-
tual from the physical by exploring a novel Swarm Manipulation
interaction technique (see Figure 1) to bestow users with the ability
to select and manipulate multiple virtual objects simultaneously. To
realize this idea we present the results of a user study (𝑁 = 12) that
aims to provide us with an indication of the effectiveness of a Swarm
Manipulation technique compared to other popular manipulation
techniques in VR. Our study focuses on evaluating three manipula-
tion techniques: Virtual Hand, Controller (ray-casting), and Swarm
Manipulation, which are assessed in three tasks: selection, rotation,
and resizing, across five conditions: single-target close-distance,
single-target long-distance, dual-target close-distance, dual-target
long-distance, and all-target. We aim to present empirical findings
and envision the potential future of object manipulation in VR,
fostering an understanding of how best to utilize the powerful ca-
pabilities of swarm control in this dynamic and immersive field.
The contributions of this paper can be summarized as follows:

• To our knowledge, this is the first exploratory user study
using the proof-of-concept swarm interaction in VR. We
provide an in-depth analysis of the effectiveness and user
experience of the Swarm Manipulation technique compared
to the other two baseline techniques in VR: Hand and Con-
troller.

• We investigate the advantages and limitations of the Swarm
Manipulation technique in terms of task performance (i.e.,
the task completion time and deviation), perceived workload,
usability, and novelty.

• Our study results offer valuable insights for developers and
designers seeking to integrate Swarm Manipulation tech-
niques into future VR applications. Furthermore, we envi-
sion the potential future developments and possibilities of
swarm interactions.

2 RELATEDWORK
In this section, we review the existing literature and research per-
taining to object manipulation in VR and swarm interaction systems.
The goal is to identify the gaps and opportunities for integrating
swarm interactions into manipulation tasks in VR.

2.1 Object Manipulation in VR
Object manipulation in VR involves interacting with and manipu-
lating virtual objects within a simulated environment [12, 34, 52].
Numerous techniques and approaches have been explored to en-
hance the object manipulation experience in VR [18, 33, 54, 55]. For
example, Virtual Hand, a widely used mid-air interaction paradigm
in modern VR systems, allows users to manipulate objects in vir-
tual environments [33, 53]. To enhance this interaction technique,
several approaches have been developed. One such approach is
Go-Go [42] and its extensions [13, 35], which enables users to reach
distant targets by using a non-linear mapping between the con-
trolled motion and the effected motion [4]. Additionally, techniques
like Ray-Casting and scaling down the virtual world have been
employed to interact with out-of-reach objects [15, 41, 50]. Dewez
et al. developed “avatar-friendly” manipulation techniques [10] to
strengthen the bond between users and their virtual avatars. The
researchers argue that a more intuitive and efficient way of ma-
nipulating objects in VR can lead to more immersive experiences.
A decade earlier, Slater et al. [48] conducted a study on the body
transfer phenomenon in VR, demonstrating that if users can manip-
ulate a virtual body as their own, it significantly enhances the sense
of presence and embodiment in VR. This research highlights the
critical role of efficient object manipulation in creating immersive
VR experiences.

2.2 Swarm Interactions
Swarm interactions involve studying human-swarm interaction
(HSI) and identifying fundamental principles and invariants. Brown
et al. [7] propose two invariants for geometric-based swarms: the
collective state and the balance between span and persistence.
Brown et al. [8] emphasize managing attractors to individual ab-
stract agents and focus on the collective behavior. Kolling et al. [27]
survey human-swarm interaction, while Kolling et al. [26] com-
pared intermittent and environmental interaction types. Dietz et
al. [11] explored the human perception of swarm robot motion.

Swarm user interfaces also introduce innovative concepts and
architectures for interactive systems. Nakagaki et al. presentedHER-
MITS [38] and (Dis)Appearables [39], an architecture that enabled
dynamic reconfiguration of self-propelled Tangible User Interfaces
(TUIs) using mechanical shell add-ons and actuated these swarm
TUIs to appear and disappear dynamically. Yu et al. [56] intro-
duced AeroRigUI, an actuated TUI for 3D spatial interaction using
controlled strings attached to ceiling surfaces. Le Goc et al. [28]
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presented Zooids, an open-source platform for swarm user inter-
faces, while Suzuki et al. [51] explored Reactile, an approach to
programming swarm user interfaces through direct physical ma-
nipulation. These studies offer valuable insights into the potential
and design considerations of swarm user interfaces, contributing to
advancements in interactive systems and human-robot interaction.

2.3 Mapping from One to Many
The mapping from one to many in VR has been explored in pre-
vious research. Some studies have suggested using multiple limbs
or additional fingers to enhance the VR experience, focusing on
aspects like body acceptance and ownership [21]. However, it re-
mains unclear whether these additions improve performance in
interactive tasks.Ninja Cursors [25] addresses this issue by mapping
input from a single mouse to multiple virtual cursors distributed
across a desktop display. This approach improves target acquisi-
tion efficiency for large 2D displays. Only one cursor can actively
hover over a target at a time, while the others wait in a queue.
Gaze tracking has also been incorporated into this technique, as
seen in the rake cursor and the work by Räihä and Špakov [43], to
choose which cursor is active. Lubos et al. [30] used head tracking
in VR to disambiguate between two sets of virtual hands but did
not investigate the impact of manipulating the number of hands on
shortest-distance gains. Ninja Hand [45] maps the user’s real hand
to multiple virtual hands in VR, and this approach holds promise
in terms of reduced movement times and lower overall workload.

However, each of these methods visually alters the basic shape
of the body, and the presence of a large number of cursors or hands
requires users to adapt and learn how to use these techniques,
resulting in an increased workload [29, 45]. This can potentially
make these methods less user-friendly and more challenging to use
efficiently.

3 SWARMMANIPULATION

Figure 2: The figure illustrates the Swarm Hand concept con-
sisting of two key components. The first component, the
SwarmHand, is composed of a swarm of particles, controlled
by users through hand gestures. The second component, the
non-dominant hand depicted as the left hand (L) in the figure,
enables adjustment of distribution levels. This feature deter-
mines the size of the Swarm Hand and allows users to grasp
or select multiple virtual objects based on their preferences.

In this paper, we present Swarm Manipulation, a novel interac-
tion technique for object manipulation in virtual environments.
This technique consists of two main components, each serving
a specific purpose. The first component is the dominant Swarm
Hand, represented by the right “hand” in Figure 2. This hand is
composed of a swarm of particles that users can control through
discrete hand movements. The Swarm Hand incorporates the Go-
Go technique [42], which enables non-linear mapping between
the user’s hand movements and the behavior of the swarm. This
technique allows for intuitive and flexible manipulation of virtual
objects within the VR environment. By leveraging discrete hand
movements, users can easily navigate and interact with the swarm
to perform various tasks and actions.

The second component of the Swarm Manipulation technique
is the non-dominant hand, depicted by the left hand in Figure 2.
This hand plays a crucial role in adjusting the level of distribution
within the swarm. The distribution level defines the volume of
the swarm hand, determining how many proximate objects it can
grasp. Users can modify the swarm’s distribution level by rotating
their wrist [49], providing a simple and intuitive means to con-
trol the graspability of objects within the virtual environment. To
provide visual feedback and facilitate interaction, a semicircular
panel surrounding the user’s wrist displays the current level of
swarm distribution. This visual indicator allows users to perceive
and monitor the volume and graspability of the swarm hand, aiding
them in making informed manipulation decisions.

4 USER STUDY
We carried out a user study to investigate the effectiveness of the
Swarm Manipulation technique compared to other popular ma-
nipulation techniques in VR. The study aimed to evaluate the per-
formance and user experience of three manipulation techniques:
Virtual Hand, Controller (ray-casting), and Swarm Manipulation.
The primary objective was to examine the advantages and limita-
tions of the Swarm Manipulation technique compared to the other
techniques. This user study contributes to the existing knowledge
of manipulation techniques in VR, specifically investigating the
effectiveness of the Swarm Manipulation technique.

4.1 Study Design
The user study utilized a repeated measures factorial design with
two independent variables: (a) Manipulation Technique (Hand, Con-
troller, and Swarm), and (b) Condition (single-target close-distance,
single-target long-distance, dual-target close-distance, dual-target
long-distance, and all-target) (see Figure 3). The experiment con-
sisted of three tasks: Selection, Rotation, and Resizing, as suggested
by Bowman et al. [5]. We differentiate between the close-distance
and long-distance conditions based on the overall range of inter-
action observed when the arm is bent (i.e., around 40 cm) and the
complete extension of the arm when it is straight (i.e., around 70
cm) [53].

Dependent variables included: (a) Perceived Workload, measured
by raw NASA-TLX [17], (b) Usability, measured by System Usability
Scale [6], (c) User Experience, measured by UEQ-Short [46], and (d)
Task Performance, measured by task-completion time and deviations
in rotation and resizing. Additionally, participants were asked to
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150°
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Figure 3: There are twelve objects that should bemanipulated
during the study. The selected objects are highlighted in red,
while the target object is highlighted in green.

provide a final comparison and rate their preference and ease of
use for the three manipulation techniques.

4.2 Procedure
After a brief introduction, participants were provided with a 5-
minute period to familiarize themselves with the manipulation
techniques and tasks that would be undertaken. To minimize the
influence of learning effects, the order of manipulation techniques
assigned to participants was counterbalanced using a Latin square
design. All participants successfully completed the designated tasks
utilizing each manipulation technique. The presentation of condi-
tions within each assigned task was randomized, and each condition
was repeated 10 times. Consequently, the overall study comprised
a total of 5,400 trials, calculated as 3 (Technique) × 3 (Task) × 5
(Condition) × 10 (Repeat) × 12 (Participant).

After completing the tasks, participants were asked to fill out
questionnaires evaluating their experience with the different ma-
nipulation techniques. Further, a final comparison was included,
where participants were asked to rate their preference and the easy
of use for each manipulation technique. Finally, a semi-structured
interview was conducted to gather qualitative insights, allowing
participants to share their strategies and provide suggestions. On av-
erage, participants spent approximately 30 minutes completing the
study, including the tasks and questionnaire. Participants received
a £5 reward for their participation.

4.3 Manipulation Techniques
Our study employed the following interactions for each manipula-
tion technique:

4.3.1 Hand. Participants used Meta Quest hand tracking and could
see their hand models in the VR environment. They touched the
target object with their right hand for selection. In the Rotation
task, the right hand was used to rotate the objects, with a grabbing
gesture with the left hand confirming the action. The Resizing task
followed the same procedure for selection, with scaling achieved by

Figure 4: A screenshot of the SwarmManipulation technique
in VR. It showcases the non-dominant hand with a distribu-
tion bar encircling the left wrist, while the dominant hand
interacts with the swarm. In the field of view, twelve targets
are positioned ahead.

changing the distance between the right index fingertip and thumb
tip.

4.3.2 Controller. Participants used the Meta Quest 2 handheld
controllers. The controller emitted a ray that could be manipulated
in the VR environment. The selectionwas confirmed by pressing the
pinch button on the controller when the ray pointed at the target
object. The Rotation task involved the use of the ray and pinch
buttons for object selection. The objects were rotated by rotating
the controller, and the grip button was used for confirmation. The
Resizing task followed a similar process for selection, with scaling
achieved by dragging the ray outside or inside the objects.

4.3.3 SwarmManipulation. Participants used theMeta Quest hand-
tracking feature and could see their left-hand model, an indicator of
Swarm Hand dispersion, and the Swarm Hand controlled by their
right hand in the VR environment (see Figure 4). The Selection
task involved touching the target objects with any particle of the
Swarm Hand (see Figure 1 (1)). The Rotation task followed the same
procedure for selection, with object rotation achieved by rotating
the right hand (see Figure 1 (2)). The Resizing task followed the same
selection procedure, with scaling achieved by changing the distance
between the right index fingertip and thumb tip (see Figure 1 (3)).

4.4 Tasks
4.4.1 Selection. Participants used the assigned manipulation tech-
nique to select the target objects, which were no longer highlighted
in red upon selection.

4.4.2 Rotation. Participants used the assigned manipulation tech-
nique to select target objects. A demonstration object appeared at
the target angle (i.e., 45 degrees) once all target objects were se-
lected. Participants were asked to rotate the selected target objects
to match the demonstration object as closely as possible.
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4.4.3 Resizing. Participants used the assigned manipulation tech-
nique to select the target objects. A demonstration object appeared
at the target size (1.2 times or 0.8 times the original object size)
once all target objects were selected. Participants were asked to
scale the selected target objects to match the demonstration object
as closely as possible.

4.5 Measures
4.5.1 Selection Task. (a) Selection Task Completion Time: The
time taken by participants to complete each selection task, indicat-
ing the duration from target object generation to the selection of
all target objects.

4.5.2 Rotation Task. (a) Rotation Task Completion Time: The
time taken by participants to complete each rotation task, repre-
senting the duration from target object selection to the participant’s
perception of task completion.

(b) Rotation Angle Deviation: The deviation (°) between the
final angle of the target object and the target angle set by the
demonstration object in rotation tasks. This measure considered
various rotation directions and angles chosen by the participants
to achieve visually similar results.

4.5.3 Resizing Task. (a) Resizing Task Completion Time: The
time taken by participants to complete each resizing task, indicat-
ing the duration from target object selection to the participant’s
perception of task completion.

(b) Resizing Size Deviation: The absolute deviation between
the current size of the target object and the target size set by the
demonstration object in resizing tasks.

4.6 Participants
A total of 12 participants (8 males and 4 females) were recruited
for the study. The age range of the participants was between 20
and 23 years (𝑀 = 21.17, 𝑆𝐷 = .83). All participants were students
at a local university. All participants reported previous experience
with VR, with familiarity ratings ranging from 1 to 6 on a 7-point
Likert scale, where 1 indicated no experience in VR, and 7 indicated
expertise (𝑀 = 2.42, 𝑆𝐷 = 1.73). All participants were right-handed
habitual users.

4.7 Apparatus
The user study took place in a university laboratory equipped with
a desktop computer, display devices, and an area for participants
to engage in VR interactions using Meta Quest 2. The application
used in the study was implemented in Unity 2021.3.23 and ran on a
desktop computer.

5 RESULTS
5.1 Task 1: Selection
5.1.1 Task Completion Time. A two-way Analysis of Variance
(ANOVA) was conducted to examine the main effects of technique
and condition, as well as their interaction effect, on the task com-
pletion time. The main effect of the technique was significant with
a partial Eta squared ([2𝑝 ) of .067 (𝑝 < .001). The main effect of
the condition was also significant with a [2𝑝 of .334 (𝑝 < .001).
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Figure 5: Mean task-completion times for each technique
across five conditions of Task 1.

The interaction effect between the technique and condition was
significant as well, with a [2𝑝 of .039 (𝑝 < .001).

A post-hoc test using the Tukey HSD method was performed
to make pairwise comparisons between the three techniques. In
the close-distance single-target selection condition, Swarm was
significantly faster than both Hand (𝑝 < .001) and Controller (𝑝 =

.001). In the close-distance dual-target selection condition, Swarm
was significantly faster than Hand (𝑝 < .001), but not significantly
different from Controller (𝑝 = .148). In the long-distance single-
target selection condition, Swarm was significantly faster than
Hand (𝑝 = .006), but not significantly different from Controller
(𝑝 = .900). In the long-distance dual-target selection condition,
Swarm was significantly faster than Hand (𝑝 < .001), but not
significantly different from Controller (𝑝 = .898). In the all selection
condition, Swarmwas significantly faster than both Hand (𝑝 < .001)
and Controller (𝑝 = .016). The mean times for each technique across
five conditions can be found in Figure 5.

5.2 Task 2: Rotation
5.2.1 Task Completion Time. A two-way ANOVA was conducted
to examine the main effects of technique and condition, as well
as their interaction effect, on the task completion time. The main
effect of the technique was significant with a [2𝑝 of .022 (𝑝 < .001).
The main effect of the condition was also significant with a [2𝑝 of
.210 (𝑝 < .001). The interaction effect between the technique and
condition was significant as well, with a [2𝑝 of .036 (𝑝 < .001).

A post-hoc test using the Tukey HSD method was performed
to make pairwise comparisons between the three techniques. In
the close-distance single-target rotation condition, Swarm was sig-
nificantly slower than Controller (𝑝 = .001), but there was no
significant difference between Swarm and Hand (𝑝 = .072). In the
close-distance dual-target rotation condition, Swarm was signifi-
cantly slower than both Hand (𝑝 = .044) and Controller (𝑝 = .001).
There were no significant differences between Swarm and the other
two techniques in the long-distance single-target rotation and long-
distance dual-target rotation conditions. In the all-rotation condi-
tion, Swarm was significantly faster than Hand (𝑝 < .001), but there
was no significant difference between Swarm and Controller. The
mean times for each technique across five conditions of Task 2 can
be found in Figure 6.
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Figure 6: Mean task-completion times for each technique
across five conditions of Task 2.
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Figure 7: Mean rotation angle deviations for each technique
across five conditions of Task 2.

5.2.2 Rotation Angle Deviation. A two-wayANOVAwas conducted
to examine the main effects of technique and condition and their
interaction effect on the rotation angle deviation. The main effect
of the technique was significant with a [2𝑝 of .011 (𝑝 < .001). The
main effect of the condition was also significant with a [2𝑝 of .014
(𝑝 < .001). The interaction effect between the technique and condi-
tion was significant as well, with a [2𝑝 of .015 (𝑝 = .001).

A post-hoc test using the Tukey HSD method was performed
to make pairwise comparisons between the three techniques. In
the close-distance single-target rotation condition, Swarm showed
a significantly larger difference in rotation angle deviation than
Controller (𝑝 = .001). There was also a significant difference be-
tween Swarm and Hand (𝑝 = .020). In the close-distance dual-
target rotation condition, there was a significant difference between
Swarm and Hand (𝑝 = .020), but no significant difference between
Swarm and Controller. There were no significant differences be-
tween Swarm and the other two techniques in the long-distance
single-target rotation and long-distance dual-target rotation con-
ditions. In the all-rotation condition, there were no significant dif-
ferences between Swarm and the other two techniques in terms of
rotation angle deviation. The mean rotation angle deviations for
each technique across five conditions of Task 2 can be found in
Figure 7.
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Figure 8: Mean task-completion times for each technique
across five conditions of Task 3.

5.3 Task 3: Resizing
5.3.1 Task Completion Time. A two-way ANOVA was conducted
to examine the main effects of technique and condition, as well
as their interaction effect, on the task completion time. The main
effect of the technique was significant with a [2𝑝 of .032 (𝑝 < .001).
The main effect of the condition was also significant with a [2𝑝 of
.164 (𝑝 < .001). The interaction effect between the technique and
condition was significant as well, with a [2𝑝 of .024 (𝑝 < .001).

A post-hoc test using the Tukey HSD method was performed
to make pairwise comparisons between the three techniques. In
the close-distance single-target resizing condition, there were no
significant differences in task completion times between Swarm and
the other two techniques. In the close-distance dual-target resizing
condition, Swarmwas significantly faster than Controller (𝑝 = .001),
but there was no significant difference between Swarm and Hand
(𝑝 = .044). In the long-distance single-target resizing condition,
Swarm was significantly faster than Controller (𝑝 = .049), but there
was no significant difference between Swarm and Hand (𝑝 = .072).
There were no significant differences in task completion times
between Swarm and the other two techniques in the long-distance
dual-target resizing and all-resizing conditions. In the all-resizing
condition, the Swarm Manipulation technique was significantly
faster than both the Hand and Controller techniques (𝑝 < .001).
The mean times for each technique across five conditions of Task 3
can be found in Figure 8.

5.3.2 Resizing Size Deviation. A two-way ANOVA was conducted
to examine the main effects of technique and condition and their
interaction effect on the resizing size deviation. The main effect
of the technique was significant with a [2𝑝 of .008 (𝑝 < .001). The
main effect of the condition was not significant (𝑝 = .175), and
the interaction effect between the technique and condition was
significant with a [2𝑝 of .012 (𝑝 = .0049).

A post-hoc test using the Tukey HSD method was performed to
make pairwise comparisons between the three techniques. In the
close-distance single-target resizing condition, there were no signif-
icant differences between Swarm and the other two techniques. In
the close-distance dual-target resizing condition, Swarm had signif-
icantly lower resizing size deviations than Controller (𝑝 = .007), but
there was no significant difference between Swarm and Hand. In
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Figure 9: Mean resizing size deviations for each technique
across five conditions of Task 3.
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Figure 10: Bar chart illustrating the average ratings for eight
UEQ dimensions across three techniques, with error bars
representing standard deviation.

the long-distance single-target resizing condition, Swarm had sig-
nificantly lower resizing size deviations than both Hand (𝑝 = .001)
and Controller (𝑝 < .001). There were no significant differences
between Swarm and the other two techniques in the long-distance
dual-target resizing and all-resizing conditions. In the all-resizing
condition, Swarm had significantly lower resizing size deviations
than Controller (𝑝 = .044). However, there was no significant differ-
ence between Swarm and Hand. The mean resizing size deviations
for each technique across five conditions of Task 3 can be found in
Figure 9.

5.4 Ratings and Preferences
5.4.1 User Experience Questionnaire. A Friedman test was con-
ducted to compare the UEQ scores among the Controller, Hand,
and Swarm techniques (see Figure 10). Significant differences were
found in the following items: “boring vs. exciting” (𝜒2(2) = 20.83,
𝑝 < .001), “not interesting vs. interesting” (𝜒2(2) = 15.83, 𝑝 < .001),
“conventional vs. inventive” (𝜒2(2) = 14.22, 𝑝 < .001), and “usual
vs. leading edge” (𝜒2(2) = 12.33, 𝑝 = .002). However, for the aspects
“obstructive vs. supportive” (𝜒2(2) = .35, 𝑝 = .839), “complicated
vs. easy” (𝜒2(2) = 1.95, 𝑝 = .378), “inefficient vs. efficient” (𝜒2(2) =
1.72, 𝑝 = .423), and “confusing vs. clear” (𝜒2(2) = 3.19, 𝑝 = .203),
there were no significant differences between the techniques.

A post-hoc analysis was conducted using pairwise Wilcoxon
Rank-Sum Test (Mann-Whitney U test) with Bonferroni correction
for multiple comparisons. The post-hoc analysis showed significant
differences in most comparisons across the three techniques for the
“boring vs. exciting”, “not interesting vs. interesting”, “conventional
vs. inventive”, and “usual vs. leading edge” items, except for “not
interesting vs. interesting” between Controller andHand techniques
(𝑊 = 5, 𝑝 = .052), and “usual vs. leading edge” between Hand and
Swarm techniques (𝑊 = 7, 𝑝 = .103).

5.4.2 NASA Task Load Index. A Friedman test was conducted to
compare the effect of different techniques on six measures of the
NASA Task Load Index: Mental Demand, Physical Demand, Tem-
poral Demand, Performance, Effort, and Frustration (see Figure 11).
The results showed significant differences in “Physical Demand”
(𝜒2 (2) = 15.24, 𝑝 < .001), “Effort” (𝜒2 (2) = 11.35, 𝑝 = .0034), and
“Frustration” (𝜒2 (2) = 11.53, 𝑝 = .0031) across the techniques. How-
ever, no significant differences were found in “Mental Demand”
(𝜒2 (2) = 4.33, 𝑝 = .115), “Temporal Demand” (𝜒2 (2) = 5.25, 𝑝 =

.072), or “Performance” (𝜒2 (2) = 2.11, 𝑝 = .347) across the tech-
niques.

A post-hoc analysis was conducted using pairwise Wilcoxon
Rank-Sum Tests (Mann-Whitney U tests) with Bonferroni cor-
rection for multiple comparisons. The post-hoc analysis revealed
significant differences in the “Physical Demand” aspect. Specifi-
cally, for “Physical Demand,” the Hand technique exhibited sig-
nificantly higher scores compared to both the Swarm and Con-
troller techniques (𝑊 = 1.0, 𝑝 = .003), and the Hand technique also
had significantly higher scores compared to the Swarm technique
(𝑊 = .0, 𝑝 = .010). Regarding “Effort,” we observed significant dif-
ferences between the Controller and Hand techniques. The Effort
scores were significantly higher for the Hand technique compared
to the Controller technique (𝑊 = 2.5, 𝑝 = .018), and similarly, the
Hand technique had significantly higher scores compared to the
Swarm technique (𝑊 = 3.0, 𝑝 = .021). For the “Frustration” as-
pect, significant differences were found between the Controller
and Hand techniques. The Frustration scores were significantly
higher for the Hand technique compared to the Controller tech-
nique (𝑊 = 5.5, 𝑝 = .041), and also significantly higher for the Hand
technique compared to the Swarm technique (𝑊 = 2.0, 𝑝 = .026).

5.4.3 System Usability Scale. A Friedman test was conducted to
compare the SUS scores among the Controller (𝑀 = 87.08, 𝑆𝐷 =

14.18), Hand (𝑀 = 83.96, 𝑆𝐷 = 13.75), and Swarm techniques (𝑀 =

81.25, 𝑆𝐷 = 14.16). The results revealed no significant difference
in SUS scores across the three techniques (𝜒2 (2) = 1.22, 𝑝 = .544).
These results suggest that there is no significant difference in us-
ability, as measured by the SUS, between the three techniques.

5.4.4 Preference. Regarding the performance ranking, eight par-
ticipants ranked Swarm Manipulation as the best technique, while
Controller was ranked best by three participants, and Hand was
only ranked as the best technique by one participant (see Figure 12).
In terms of ease of use, Swarm Manipulation received the highest
average rating of 4.5 out of 5 (𝑆𝐷 = .90) among the three techniques.
The Controller was rated 3.83 (𝑆𝐷 = .94), while Hand received an
average rating of 3.75 (𝑆𝐷 = .97).
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Figure 12: The bar chart depicts the rankings of three inter-
action techniques—Hand, Swarm, and Controller—based on
participants’ preferences.

6 DISCUSSION
6.1 Task Performance
The task performance results shed light on the effectiveness and po-
tential advantages of the Swarm Manipulation technique compared
to the Hand and Controller techniques in different VR manipula-
tion tasks. In the selection task, the Swarm Manipulation technique
demonstrated significantly faster completion times compared to
the Hand technique in various conditions and mixed results com-
pared to Controller. This suggests that the swarm-based approach
can enhance efficiency and speed in target selection, though the
advantages over Controller may vary depending on the conditions.

In the rotation task, the Swarm Manipulation technique outper-
formed the Hand technique in terms of task completion time only
in the all-target rotation condition and was significantly slower in
both close-distance dual-target condition. This finding highlights
the complexity of the rotation task and suggests that the SwarmMa-
nipulation technique’s efficiency may be context-dependent. The
lower rotation angle deviation in the close-distance dual-target con-
dition indicates a trade-off between speed and accuracy, possibly
due to the distributed and collective nature of swarm entities.

In the resizing task, the Swarm Manipulation technique was
significantly faster than Controller in many conditions but was
only significantly faster than Hand in the all-target resizing condi-
tion. However, the Swarm manipulation approach did demonstrate
significantly smaller resizing size deviations compared to Hand in
the long-distance single-target resizing condition, implying higher
accuracy in certain scenarios. Swarm Manipulation technique also
demonstrated significantly smaller resizing size deviations than
Controller in the close-distance dual-target condition, long-distance
single-target condition, and all-target resizing condition. It is es-
sential to recognize the outstanding performance of the Swarm
Manipulation technique in resizing tasks, as it excelled in terms of
speed and accuracy under different conditions.

Overall, the Swarm Manipulation technique shows promising
advantages in speed and accuracy in certain tasks and conditions.
Still, the performance is not uniformly superior across all scenarios,
especially in the Rotation task. Further investigation and refinement
could focus on understanding the underlying factors that contribute
to these variations in performance. The collective control theory
and coordination of swarm entities might help compensate for
the potential challenges introduced by distance, resulting in more
accurate resizing manipulations.

6.2 User Preference
Based on our analysis of the user preference questionnaires we
gathered, it is evident that the Swarm Manipulation technique
was generally well-received by the participants. The majority of
participants not only ranked it as the most effective technique
(𝑁 = 9) but also considered it the most user-friendly (𝑁 = 10).

Nevertheless, it is important to acknowledge the presence of di-
verse opinions among the participants. For instance, P1 commented
that the Swarm Manipulation technique provided an expanded
range of finger control, enabling the manipulation of objects with-
out the need for repetitive hand movements. However, this user
also pointed out certain difficulties with gesture recognition, indi-
cating room for improvement in terms of accuracy. Conversely, P2
found the Swarm Manipulation technique innovative and valued
its potential for adjusting reach length. Yet, they also emphasized
the necessity for improved gesture recognition and stability due to
issues encountered with the system misinterpreting their gestures.
Additionally, P11 suggested that incorporating a visual representa-
tion of the hand’s outline within the SwarmManipulation technique
could be advantageous for novice VR users, aiding their orientation
in the virtual environment. P1, P2, and P10 also emphasized the
challenge of learning the manipulation mechanisms, highlighting
the need for enhanced user guidance and support.

While the overall reception of the Swarm Manipulation tech-
nique was positive, the feedback received clearly indicates areas in
need of improvement, namely gesture recognition accuracy, system
stability, and user guidance. Further research endeavors could delve
into these specific areas to explore them more comprehensively,
ultimately enhancing the usability and overall user experience of
the Swarm Manipulation technique in the context of VR.
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6.3 Limitations and Future Work
The study represents an initial exploration and does not attempt to
cover the entire spectrum of factors influencing the manipulation
of swarm entities in VR environments. Our forthcoming endeavors
will be directed towards further investigations along this trajec-
tory. A promising starting point is a comprehensive analysis of the
control models [1, 2, 14] underpinning swarm interactions.

Additionally, the primary emphasis of this paper lies in the evalu-
ation of interaction tasks using a prototype of this novel interaction
technology, with limited exploration of the underlying interaction
theory [20]. In our future work, we plan to employ computational
interaction methods [40] to gain insights into users’ understanding
of swarm interaction and optimise the associated control model,
aiming to further enhance performance. However, it is worth high-
lighting that despite our limited understanding of the control prin-
ciples governing Swarm Manipulation, our research has already
demonstrated significant benefits in manipulation tasks, thereby
underscoring the potential of this field to define new interaction
paradigms in the future [36, 37].

Finally, we outline a vision for our future research. We firmly
believe that in addition to investigating how users control swarm
interaction, an essential topic for subsequent studies, exploring how
swarm particles collaborate and exchange signals among themselves
(that is, “self-organising”), and consequently applying automation
theory, is central to advancing research on swarm interaction. This
represents a novel interpretation of Pattie Maes’ vision of Intelligent
Agents [31, 32], while retaining the concept of Direct Manipula-
tion [47].

Moreover, these swarm particles may serve as the fundamen-
tal building blocks of future VR/AR interaction interfaces. Similar
to Hiroshi Ishii’s Tangible Bits [22] in the realm of tangible user
interfaces and concepts such as Radical Atoms [23] in the future
materials field, swarm particles can be regarded as the smallest
units for user control and interaction, as well as for constructing
virtual worlds. The advantage of using swarm particles for display
and interaction is that they resemble pixel dots in the digital world,
are less expensive to maintain than tangible user interfaces [19],
and allow developers to design adaptive user interfaces that bal-
ance visuals with immersive experiences. Consequently, swarm
particles have the potential to become the elemental units that aid
researchers in understanding how to interact with virtual informa-
tion in the future.

7 CONCLUSION
We have introduced the Swarm Manipulation technique for VR
interactions and evaluated its performance compared with the con-
ventional Hand and Controller manipulation techniques in a user
study with 12 participants. Our findings unveil a nuanced picture:
Overall, our results show the swarm manipulation technique did
reveal good performance, exhibiting significantly faster speeds com-
pared with at least one of the other two techniques across most
conditions for these three tasks. Notably, the Swarm technique’s
advantage in rotation tasks is context-dependent, displaying in-
creased swiftness in a close-distance single-target scenario, but also
revealing an inherent trade-off between speed and accuracy, likely
attributed to the distributed and collaborative nature of swarm

particles. In resizing tasks, the Swarm Manipulation technique’s
performance was varied, demonstrating increased speed in spe-
cific conditions and minimized size deviations in the long-distance
single-target resizing condition. However, these advantages were
not uniformly observed across all resizing conditions.

Additionally, the subjective user experience feedback gathered
from participants unequivocally positions the Swarm Manipula-
tion technique as the most preferred and perceived user-friendly
approach among the manipulation techniques studied. This feed-
back may further underscore the Swarm Manipulation technique
as a promising approach for VR object manipulation. This study
not only establishes an initial proof-of-concept for the potential
of Swarm Manipulation to enhance usability in certain scenarios
but also highlights areas where performance varies, necessitating
further investigation.

Our forthcoming research endeavors will delve deeper into the
realm of swarm interaction in mixed reality and explore the intri-
cacies of user control dynamics and collaborative particle behavior
within the swarm paradigm. These efforts will consider the complex
performance patterns revealed in this study and seek to refine and
optimize the Swarm Manipulation technique for a broader range of
applications and conditions.
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