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The use of image-schematic metaphors is often promoted for being near-universal across user groups, sug-

gesting that thesemetaphors have the potential tomake novel interactive systems easy to use by both younger

and older adults. This study empirically investigates this by eliciting image-schematic metaphors from the

spoken language and interaction behaviors of 12 younger adults and 12 older adults undertaking tasks in a

technology learning domain. For the first time, we reveal an almost-perfect overlap between image-schematic

metaphors used by the younger and older groups, despite the two groups showing significant differences in

prior technological knowledge. This finding provides empirical evidence for the near-universality of image-

schematic metaphor use across age groups. The study also identifies 37 image-schematic metaphors shared

between the two age groups in the technology learning domain to support future design of age-inclusive

interactive systems.
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1 INTRODUCTION

A challenge in human-computer interaction (HCI) is to make interactive systems usable by the
widest possible range of users, regardless of age and ability. However, accessibility considerations
often lag behind the advancements made in other areas of usability and interaction design [39].
Despite the recognition that promoting the use of information and communication technolo-

gies (ICTs) is crucial to enabling healthy ageing and social inclusion among older adults, older
adults continue to significantly fall behind their younger counterparts when it comes to adopting
new technologies [99].
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Fig. 1. Instantiations of a universal image-schematic metaphor: “More of a Quantity is up,” which is a map-
ping between an abstract concept Quantity and a basic image schema up-down: Panels (a) and (b) are ex-
amples in the physical world: the water level increases as we pour more water into a cup, and the height of
a pile of books increases as the number of books increases; panels (c) and (d) are examples in user interface
design: the height of a WiFi icon increases as the signal gets stronger, and the control bar increases upwards
as volume increases.

The group of older users (60 years of age or older, as defined by the United Nations [97]) is
increasingly relevant in the field of HCI as a result of demographic shifts: by 2030, one in six
individuals in the world will be 60 years of age or older [105]. As highlighted in the Senior Tech-
nology Acceptance and Adoption Model [90], a crucial factor in facilitating technology adoption
among older adults is ease of learning and use. This can be achieved by leveraging prior knowl-
edge, and prior technological knowledge can facilitate intuitive and successful use of interactive
systems [13, 86]. However, younger and older people have significant differences in their prior
technological knowledge [88]. This makes it difficult to design for age-inclusive ease of use if that
design relies on prior technological knowledge.
An alternative idea is to leverage technology-independent prior knowledge shared by the

younger and older generations to design age-inclusive interactive systems.
One form of technology-independent prior knowledge theoretically shared by younger and

older adults is image schema, a notion that was first introduced in the area of conceptual metaphor
research by Lakoff and Johnson [68]. In a later publication, Johnson [53] provided a more detailed
explanation of image schema as “a recurring dynamic pattern of our perceptual interactions and
motor programs that gives coherence and structure to our experience.” From a very young age, we
are exposed to repeated sensorimotor experiences in the physical world (e.g., the water level goes
up and down, the sun rises and falls, and an apple drops from a tree). These experiences are ab-
stracted into primitive representations (e.g., image schema up-down) and then stored underneath
the threshold of consciousness. We subconsciously use these primitive representations (image
schemas) to understand unfamiliar concepts that lack physical referents, the mental association
between an abstract concept and an image schema is an image-schematic metaphor (ISM). For
example, the image schema up-down is universally used to understand the concept Quantity. In
real life, we frequently experience co-activations of the concept Quantity and the image schema
up-down. As we pour more water into the cup, the water level rises (for more examples see
Figure 1). Instances can also be found in people’s use of language (e.g., “The Cost of living is going
up.”). These recurrent co-activations lead to the image-schematic metaphor “More of a Quantity
is up.”
Metaphors are a well-known concept among HCI researchers and practitioners, with the term

“desktop metaphor” being closely associated with the success of graphical user interfaces

(GUI) [14]. The “desktop metaphor” is an example of a conceptual metaphor, which is defined
as understanding a target domain using knowledge from a familiar source domain [68]. This
is different from the “classical” view of a metaphor, in which a metaphor was regarded as a
novel or poetic linguistic expression, and solely a matter of language [65]. In contrast, the focus
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of conceptual metaphors is not on language, but on how people conceptualize one domain in
terms of another domain. For example, people use knowledge about a Desktop to understand a
more abstract and vague concept Computing System. This gives rise to a conceptual metaphor
“Computing System is a Desktop,” which prompts the recognition that information and tools can
be arranged on a computer in a manner similar to how they can be arranged on a desk.
An image-schematic metaphor (also known as a primary metaphor) [33, 34] is a specific

sub-type of conceptual metaphor. It is a device that uses a set of basic concepts (image schemas)
derived from universal physical experiences as source domains to understand other unfamiliar
domains. Lakoff [66] proposed the “neural theory of metaphor,” which suggests that image-
schematic metaphors are formed in a universal binding mechanism where the metaphorical
“mapping circuit” connects one neuronal group that represents a sensorimotor experience and
another neuronal group that represents an abstract and subjective experience. According to Lakoff
[66]’s theory, image-schematic metaphors should be near-universal across different age groups,
since they are based on universal metaphorical structures and people’s shared sensorimotor
experiences. This makes image-schematic metaphors a promising tool for designing interactive
systems that are easy to learn and use for both younger and older people.
Despite the prevailing arguments for the universality of image-schematic metaphors, there are

other competing arguments in the literature. For example, one such argument suggests that the
use and comprehension of metaphors in general are likely to decrease as people age [16, 37, 51].
Another argument suggests that users’ understanding of metaphors is heavily influenced by their
experiences and knowledge [30, 57, 100, 104]. These counterarguments stand in contrast to the
argument that the use of image-schematic metaphors is universal across different age groups (who
often differ in prior technological knowledge).
There is limited evidence that supports both the arguments and counter-arguments for the uni-

versality of image-schematic metaphors across different age groups. If a substantial overlap was
found between image-schematic metaphors used by the younger and older groups, then image-
schematic metaphors could be a promising tool that designers can use for designing age-inclusive
interactive systems. Going further, if the overlap was found to be small, then this could redirect
researchers’ and designers’ efforts away from the development and application of compromised
design principles that are not truly “age-inclusive” and towards identifying new design principles
that are more effective.
This article explores the cross-group consensus of image-schematic metaphor usage between

the younger and older population by investigating if a group of younger adults and a group of
older adults, who have statistically significant differences in prior technological knowledge, share
the same image-schematic metaphors in the technology learning domain. In a study with 24 par-
ticipants, 12 older and 12 younger, we elicit image-schematic metaphors from participants’ spoken
language and interaction behaviors and examine the degree of overlap between image-schematic
metaphors used by the two groups. The headline result is that an almost-perfect overlap was found
between image-schematic metaphors used by the younger and older groups. This highlights the
potential of image-schematic metaphors as a novel method for guiding the design of age-inclusive
interactive systems. The article makes the following contributions:

(1) Theoretical Contributions:
• For the first time, we reveal an almost-perfect overlap between the younger and older
groups in image-schematic metaphors found in their language and interaction behaviors
in the context of technology learning, despite the two age groups’ differences in prior
technological knowledge.

• We report that the two groups have highly similar usage patterns of image-schematic
metaphors with no statistically significant differences found.
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(2) Practical Contribution:
• We identify 37 shared image-schematic metaphors in the domain of technology learning,
which can be used in future design of age-inclusive interactive systems.

(3) Empirical Contribution:
• We find that augmenting the established language elicitation protocol for image schematic
metaphors with a behavior observationmethod is beneficial for the identification of image-
schematic metaphors with a high prevalence across all participants.

2 LITERATURE REVIEW

2.1 Older Adults’ Technology Adoption

Recent data from the UK [87] shows a significant increase in internet use among older adults over
recent years. In 2020, 85.5% of adults aged 65–74 were internet users, up from 61.1% in 2013. For
adults aged over 75, 54.0% of them used the internet in 2020, up from 29.1% in 2013.
Despite increasing adoption of the internet, older adults’ use of newer technologies, such as

smartphones and tablets, remains substantially lower in comparison to earlier technologies like
PCs and mobile phones [99]. Researchers argue that older adults’ slow adoption of new technolo-
gies, in comparison to younger adults, is likely to be persistent as new technologies and their user
interfaces and interaction styles continue to evolve rapidly [9]. It is therefore imperative to facili-
tate technology adoption for people of all ages as there will always be new technologies emerging
and new generations of older adults who will wish to learn to use them effectively and efficiently
to fully participate in society.
Technology adoption has been extensively researched and different theoretical frameworks have

emerged that convey concepts of how people understand, accept and use technology. Trajkova and
Martin-Hammond [95] found that essential utility plays a crucial role in motivating older users to
adopt new technologies. In STAM (Senior Technology Acceptance and Adoption Model), Renaud
and Van Biljon [90] highlight that ease of learning and use is an important factor in older adults’
technology adoption. This is because, for older adults, the difficulty they experience when learning
to use new technologies is a factor in whether or not they adopt that technology [106]. Barnard
et al. [9] also suggest that a high level of learnability will facilitate older adults’ interactions with
technology. The greater the ease of learning and use, the more cognitive resources will be available
for task completion rather than spending time and effort finding out how a system works. We note
that one of the determining factors that facilitate the ease of learning new information is prior
knowledge [22], which refers to all the past experiences and relevant information that a person
uses when engaging in a cognitive task [98].

Research on prior knowledge and product usability has shown that interactions leveraging
users’ prior knowledge tend to be quicker and less error-prone [10, 11, 71]. Prior knowledge with
technologies (e.g., experience in using a game controller) can be applied to facilitate successful
use of new technologies [13, 86], and it serves as a robust predictor of performance in various
computer-based tasks [20]. In an experiment conducted by Blackler et al. [11], it was demonstrated
that prior experience with similar products enabled users to more rapidly and intuitively use
the interfaces of two distinct microwave ovens. However, younger and older adults are reported
to differ in terms of prior technological knowledge. Rama et al. [88] suggest that the most
fundamental prior technological knowledge is acquired between the ages of 10 and 25, which will
essentially shape the way people interact with technologies later in life. Older adults’ performance
with different interfaces is influenced by a combination of cognitive decline and limited prior tech-
nological knowledge [11, 89]. Therefore, although prior technological knowledge can contribute
to greater ease of learning and use, it is not a type of knowledge shared by all age groups, and can
become outdated due to the rapid development of new technologies. However, prior knowledge
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that is technology-independent can be leveraged to improve learnability and usability for all
age groups.

2.2 Leveraging Technology-independent Prior Knowledge

Different types of technology-independent prior knowledge have been leveraged to facilitate ease
of learning and engagement with user interfaces. Some of them are thought to be highly universal,
such as Gestalt Principles [60, 61, 81, 101], Affordances [31] and Population Stereotypes [27]. How-
ever, the use of these technology-independent forms of prior knowledge in design are challenged
for various reasons in prior research [42]. For example, Gestalt Principles suffer from the fact that
they only contribute to basic layout design. Affordances provide a perspective on design that does
not translate into concrete design guidance. In terms of Population Stereotypes, there is a lack of
explanations regarding their origins and only a limited number of them are documented.
Conceptual metaphors, another form of technology-independent prior knowledge, have been

widely used as a design tool to facilitate usability in the field of HCI. A conceptual metaphor is
defined as a construction that allows the comprehension of a concept (e.g., a computing system) by
using knowledge of another familiar concept (e.g., a physical desktop) [68]. Prominent examples of
conceptual metaphors in user interfaces are the “desktop metaphor” and the “trashcan metaphor.”
While many popular HCI textbooks [25, 28, 77] and guidelines [5, 82] recommend leveraging peo-
ple’s knowledge of the world by employing metaphors to communicate concepts and features of
interactive systems, some researchers have described the reliance on metaphors as harmful. Ac-
cording to Nelson [84], the connections between interface metaphors and real-world objects can
be so weak that they often hinder rather than aid understanding, and the visualization becomes
bound to the mnemonic. The use of metaphors in interactive systems has also been challenged
for lacking specificity on which part of the source domain should be mapped to the interface [2].
Unnecessary mappings between source and target domains (e.g., the texture of a physical desktop
and the texture of a user interface) can complicate the system and even hamper progress. Jung et al.
[56] argue that the design of digital concepts based on conceptual metaphors can be constrained
by the source domain of the metaphor, since the target domain (digital concept) may possess com-
putational capabilities that the source domain lacks.
Image Schemas is another form of technology-independent prior knowledge. The Invariance

Hypothesis suggests that the cognitive typology of a conceptual metaphor is determined by image
schemas [64]. In other words, an image schema is the underlying framework shared between the
source domain and the target domain in a conceptual metaphor. It helps designers and researchers
break a complex conceptual metaphor into simpler components to better determine which part(s)
of the source domain should bemapped to the target domain. Therefore, image schemas are capable
of offering designers concrete and precise guidance on how to interpret and utilize a complex
metaphor. In HCI, another theory that also involves image schemas is conceptual blending, which
refers to the process where one creates a novel, complex concept by metaphorically blending less
complex or basic level concepts [24, 52]. The theory of conceptual blending also suggests that
image schemas offer fundamental cognitive building blocks, supporting the process of reasoning
about and interacting with technologies.
Meanwhile, image schemas enable subconscious knowledge transfer from a source domain that

users are familiar with to a target domain that is unfamiliar to them. This subconscious transfer
of knowledge is supported by prior research, which suggests that interaction models based on
image schemas enhanced users’ task performance while users were not consciously aware of their
successful performance [75].

Not only do image schemas help designers specify meaningful mappings and enable subcon-
scious knowledge transfer but also image schemas do not carry context-specific attributes or
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Table 1. List of Common Image Schemas According to Hurtienne and Blessing [46]

Category Image Schemas

Basic object, substance

Space center-periphery, contact, front-back, left-right, location,
near-far, path, rotation, scale, up-down

Containment container, content, full-empty, in-out, surface

Multiplicity collection, count-mass, linkage, matching, merging, part-whole,
splitting

Process cycle, iteration

Force attraction, balance, blockage, compulsion, counterforce, diversion,
enablement, momentum, resistance, restraint-removal, self-motion

Attribute big-small, bright-dark, fast-slow, hard-soft, heavy-light,
smooth-rough, straight, strong-weak, warm-cold

relations (e.g., the texture of a desk, the smell of a trashcan) that could constrain the design
and interpretations of new forms of interactions. As novel technologies emerge, new forms
of interactions that take full advantage of these novel technologies are required. As a result,
image-schematic metaphors are a promising alternative to conventional interface metaphors
in the design of interactive systems, as they could support effective knowledge transfer from
a familiar source domain to a novel technological domain, and meanwhile do not suffer from
constraints imposed by the source domain.
The following section formally defines image schema and image-schematic metaphors.

2.3 Image Schema Theory: Fundamental Concepts

Defined as “recurring, dynamic patterns of perceptual interactions and motor programmes that
give coherence and structure to our experience” by Johnson [53], image schemas are highly ab-
stract, multimodal, and analogue representations of recurring sensorimotor experiences we en-
counter in the world. For example, we experience the rising and falling of water levels in a bathtub,
we see an apple falling down from a tree, we climb up and down the stairs. All these recurring and
similar experiences shape our understandings of an up-down image schema. Similarly, we formed
the image schema path as we see an object following any trajectory through space, we formed the
image schema blockage when experiencing impeded motions, and we formed the image schema
center-periphery by experiencing bodily relations between the trunk and the extremities. John-
son [53] and Hampe [36] distinguished 30–40 image schemas. In later work, Hurtienne and Bless-
ing [46] organized them into seven categories based on similarity (see Table 1).
Evidence from studies of child development shows that image schemas are basic concepts that

people learn from physical experience very early in life. The formation of image schemas begins
in the first year of life, according to Mandler [78, 79, 80]. Later, image schemas are instantiated
and reinforced in our language (e.g., “Turn up the radio”) and behaviors (e.g., we moved up on
the control bar to increase the volume). Image schemas are the very early primitive concepts that
infants learn, and they are used as the underlying building blocks to reason about many other
concepts in the world, helping people understand and give structure to their environments [43].

2.4 Arguments for Universality

The mapping between an image schema and an abstract concept is called an image-schematic
metaphor [53]. Such metaphors can be considered a subset of conceptual metaphors, and are a
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useful design tool, because they offer more concrete and practical guidance compared to image
schemas alone. They effectively enable designers to make associations between specific image
schemas and yet-to-be-designed representations of abstract concepts.
An example of an image-schematic metaphor is “Importance is big,” which is a mapping between

image schema big and an abstract concept Importance. According to Lakoff and Johnson [69], a
child develops this mental association when they find that big objects, such as their parents, are
important and capable of exerting strong forces over them and dominating their visual perception.
Another image-schematic metaphor is “Emotional Intimacy is closeness,” which is found in

people’s language (e.g., “We are close to each other”). This is a mapping between the abstract
concept Emotional Intimacy and the image schema near. According to Lakoff and Johnson [69],
the origin of thismetaphor can be traced back to the experience of being in close physical proximity
with people we are intimate with.

The research on image-schematic metaphors has led to an increased focus on the study of
metaphors in the brain. Lakoff [66] proposed the concept of a“neural theory of metaphor,” which
suggests that individual neurons in the brain form “nodes” or neuronal groups, connected through
different types of neural circuits. The “mapping circuit,” which characterizes metaphors, involves
two groups of nodes that correspond to the mappings. The “mapping circuit” of an image-
schematic metaphor has one group of nodes representing a sensorimotor experience, and another
group representing an abstract and subjective experience. Image-schematic metaphors are formed
via a neural binding mechanism, where the mapping circuits connect different brain regions, en-
abling reasoning patterns from one region to be applied to another [67]. Kövecses [63] argues that
due to the predominantly universal nature of the human body and brain, metaphorical structures
based on them tend to be universal as well. This could be why some image-schematic metaphors,
such as “Happiness is up,” can be observed in many unrelated languages, such as English, Chinese,
and Hungarian [62].

According to Lakoff’s theory [66], image-schematic metaphors should be universal, because
people’s metaphorical structures and basic sensorimotor experiences are universal, such as the ex-
perience of gravity and force dynamics. The universality argument suggests that image-schematic
metaphors should be shared across different age groups. This makes them a promising approach
for creating age-inclusive interactive systems.

2.5 Arguments Against Universality

The preceding arguments for the universality of image-schematic metaphors should not simply
be accepted without further support. There are counter-arguments that suggest that the use
of metaphors may indeed be influenced by age-related changes. An experimental investigation
conducted by Byrd [16] found that older adults encountered difficulties in utilizing unfamiliar
metaphors, whereas younger individuals exhibited greater proficiency in comprehending and
retaining novel metaphoric expressions. Hasher and Zacks [37] describe syntactic structures
that are ambiguous, such as those found in metaphors, as requiring significant working memory
resources and therefore being more easily affected by age-related changes. Iskandar [51] maintains
that metaphor interpretation requires mental manipulation and short-term storage of information,
which are components of fluid intelligence. Such fluid intelligence is well known to decline with
age [40]. These arguments suggest that the use of image-schematic metaphors, a sub-type of
metaphors, might differ across different age groups.
In addition, metaphor comprehension is usually considered to be affected by differences in

domain knowledge and therefore may not be widely consistent across populations [30, 100, 104].
According to Jung et al. [57], the proposition of a universal perspective afforded by image-
schematic metaphors may overlook the influence of socially, culturally, and individually
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contextualized human experiences. Such experiences, Jung et al. [57] argue, play a significant
role in shaping the interpretation and application of image-schematic metaphors, rendering
them highly dependent on the experiences and knowledge of users. Since the younger and older
populations usually differ in their prior technological knowledge [88], these arguments challenge
the argument that image-schematic metaphors are shared across different age groups.
In summary, although there is a strong, prevailing argument favoring the universality of image-

schematic metaphors, it remains unclear whether there is truly a substantial overlap between
image-schematic metaphors used by younger and older adults. While image-schematic metaphors
appear to be a compelling means for designers to access the shared mental model (defined as “an
internal representation of a state of affairs in the external world” [54]) across different age groups,
it is crucial to first explore the cross-group consensus before applying these metaphors to design.
Failure to do so may perpetuate doubts about the effectiveness of this approach, motivate research
efforts that are wasted, and result in compromised designs that may exclude certain groups.
To determine whether the prevailing arguments for the universality of image-schematic

metaphors are correct or not, empirical investigation is required. However, for such studies to
be conducted, two further topics must be understood: (1) the sources from which users’ image-
schematic metaphors can be identified; (2) empirical evidence for image-schematic metaphors’ uni-
versality, however limited that might be. Each of these topics is reviewed in the following sections.

2.6 Sources of Image-schematic Metaphors

Instantiations of image-schematic metaphors can be identified in people’s language and behav-
iors. Spoken language is the most frequently used source of image-schematic metaphor elicitation.
When a user’s spoken language is recorded and transcribed, image-schematic metaphors can be
elicited from the transcripts. Most previous studies sourced image-schematic metaphors solely
from interviews [49, 50, 74, 96, 102, 103]. Despite the popularity of sourcing image schemas from
spoken language, the nature of image-schematic metaphors is conceptual rather than merely lin-
guistic. Hurtienne [43] argues that not all aspects of sensorimotor experiences can be instantiated
in language, and some image-schematic metaphors not discernible in users’ language can only be
found in users’ behaviors.
Observation of behaviors is the most straightforward way to find image-schematic metaphors,

which is to directly observe the mappings between an abstract concept and physical dimensions
in user behaviors to form an image-schematic metaphor. For example, Bakker et al. [8] extract
image-schematic metaphors from children’s body movements when they acted out different
musical samples by moving their body or an object (e.g., “Loud Sounds are up”). Kess Asikhia
et al. [59] elicited image-schematic metaphors from video recordings of users interacting with a
product. However, observation of behaviors is not commonly used as an elicitation source, as it
requires long-duration observation by trained individuals.
To form an accurate and comprehensive representation of people’s mental models of a specific

domain, it may not be sufficient to source image-schematic metaphors from only spoken language,
even though that is the most common practice. Hurtienne [43] suggests that combining different
sources would be a better solution.

2.7 Limited Evidence for Image-schematic Metaphors’ Universality across Age Groups

Prior studies have been conducted to source image-schematic metaphors from users’ spoken lan-
guage and observations of their interaction behaviors. However, very few of them have involved
older participants (as summarised in Table 2). Although there is a strong theoretical claim that
image-schematic metaphors are shared across different age groups, empirical evidence supporting
this is very limited.
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Table 2. Previous Elicitation Studies That Involved Older Participants

Publication Source of ISM Participants of

Extraction

Overlap between younger

and older groups

regarding ISM usage

Hurtienne and
Langdon (2010)

Single source:
Spoken language

10 participants (aged
26–84)

Not reported

Hurtienne et al.
(2015)

Single source:
Spoken language

8 older participants
(aged 57–86)

Not reported (younger
participants not included)

Winkler et al.
(2016)

Single source:
Spoken language

5 younger (aged 22–23);
5 older (aged 54–61)

Not reported

Tscharn (2018)
-Study 1

Single source:
Spoken language

21 younger (aged 18–27);
20 older (aged 50–86)

Substantial overlap (69.70%)
in spoken language

Tscharn (2018)
-Study 2

Single source:
Spoken language

5 younger (aged 22–23);
5 older (aged 54–61)

Substantial overlap (69.88%)
in spoken language

In the context of central heating controls, Hurtienne and Langdon [50] extracted image-
schematic metaphors from the spoken language of 10 participants aged 26–84. However, this
study did not report a comparison between image-schematic metaphors used by younger and
older groups.
Two other studies are similar. First, Hurtienne et al. [49] extracted image-schematic metaphors

from the spoken language of eight participants aged 57–86 (no younger participants were involved
in image-schematic metaphor extraction), Second, Winkler et al. [103] extracted image-schematic
metaphors from the spoken language of five younger (aged 22–23) and five older (aged 54–61)
participants. In both studies, it was not reported whether the same image-schematic metaphors
were used by the younger and older groups.

Tscharn [96] conducted two empirical studies in the domain of online banking, and for the first
time, reports the overlap between image-schematic metaphors found in younger and older adults’
spoken language. In the first study, image-schematic metaphors were elicited from structured in-
terviews about online banking of 21 younger participants (aged 18–27) and 20 older participants
(aged 50–86). A substantial overlap of 69.70%was found between image-schematic metaphors used
by the two age groups. In the second study, contextual interviews in the context of between-cars
social communications and entertainments were conducted among 5 younger participants (aged
22–23) and 5 older participants (aged 54–61). The overlap was 66.88%.
However, the methodological drawback of the two studies conducted by Tscharn [96] was

that image-schematic metaphors were only sourced from user utterances. This approach could
only capture a fraction of younger and older adults’ mental models (see Section 2.6 of the present
article).

3 EXAMINING IMAGE-SCHEMATIC METAPHOR OVERLAP IN YOUNGER AND
OLDER ADULTS

Motivated by a lack of empirical evidence, we designed and conducted two studies to investi-
gate the degree of overlap between image-schematic metaphors used by younger and older adults,
which could indicate whether image-schematic metaphors are a useful foundation for the design
of age-inclusive interactive systems. To overcome the limitations associated with solely relying on
verbal utterances, we elicited image-schematic metaphors from recording not only what the par-
ticipants said but also how they behaved. To do this, we created a structured interview with a set
of standardized questions to elicit metaphors from spoken language, and designed four interactive
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Fig. 2. Overview of the research process.

tasks to derive metaphors from behaviours. It is important to note that in this study, behaviors
refer to gestures and actions, and do not include tone of voice and facial expressions.
We designed this research project to answer the following research questions:

RQ1: Is there a substantial overlap between image-schematic metaphors used by younger and
older adults?

RQ2: How do the usage patterns of image-schematic metaphors differ between younger and
older adults?

RQ3: What image-schematic metaphors are shared between the two age groups?
RQ4: How will the choice of image-schematic metaphors elicitation source (language and be-

haviors) impact the characteristics of image-schematic metaphors identified?

Our research project begins with Study 1 (see Section 4), a semantic analysis in which we
identify prevalent concepts and central themes that are used to design the tasks of Study 2 that
follows. Study 2 adopted the Exploratory Design (QUAL → quan), one of the four main types
of mixed methods research approaches [19]. The Exploratory Design begins with a qualitative
phase in which researchers collect qualitative data, identify emergent categories or themes from
the qualitative data, and then progresses to a quantitative phase in which researchers examine
the prevalence of these themes within different samples [19, 83]. Because the design begins
qualitatively, a greater emphasis is typically placed on the qualitative data [19]; for this reason,
we used sampling methods suitable for a qualitative study (discussed later).

For an overview of the study process see Figure 2.

4 STUDY 1: COLLECTION OF ABSTRACT CONCEPTS IN TECHNOLOGY LEARNING
DOMAIN

We have chosen technology learning (learning and using unfamiliar technologies) as the domain of
interest for our investigation, as it comprises several abstract concepts that lack concrete physical
or conceptual referents. This characteristic of the domain encourages the use of image-schematic
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Table 3. Most-frequently Mentioned Concepts Identified from
Transcribed Interviews where Participants AnsweredQuestions
about Their Experiences of Learning and Using Unfamiliar Digital

Systems

Most frequently mentioned concepts Word occurrence
Functionality 112
Button 52
Software 52
Information 50
Problem 46
Operation 38
Barrier 36
Search 36
Screen 31
Instruction Manual 31
Option 27
Video Tutorial 26
Interface 26
Step 21
System 20
Learning 19
Control Panel 19
Logic 13
Information Hierarchy 12
Assistance 11

structures to comprehend these abstract concepts, rendering it an ideal domain to investigate the
use of image-schematic metaphors across age groups. We conducted Study 1 to collect a set of the
most commonly used abstract concepts in the domain of technology learning.

4.1 Participants

In Study 1, three younger participants (one female) were included, aged 26, 26, 29 (Mean = 27, SD
= 1.73). Similarly, three older participants (one female) were included, aged 61, 63, 65 (Mean = 63,
SD = 2). Younger adults were postgraduate students. Older adults were recruited via direct contact.
All participants had a undergraduate degree. All participants gave consent for their interviews to
be audio recorded. Ethical approval for this study was obtained from our University.

4.2 Procedure

Six participants completed semi-structured interviews conducted one-on-one, and lasting between
60 and 90 min. Participants answered questions (see Appendix A.1) about their experiences of
learning and using unfamiliar digital systems of four different types: mobile applications (e.g.,
Teams app), desktop applications (e.g., Solidworks), integrated products (unified products designed
as an integration of various products or services; e.g., smart thermostats) and public devices (e.g.,
ATMs). The interviews were audio-recorded and then transcribed.

4.3 Results

4.3.1 Most Recurrent Nouns. We applied a word frequency analysis to the resultant text corpus,
excluding words such as adverbs, adjectives, and modal verbs, and focusing solely on the most
recurrent nouns. These nouns were then ranked by their frequency of occurrence in the interviews,
and the leading 20 nouns were chosen as the target concepts (see Table 3).
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Fig. 3. Word-word co-occurrence matrix. The co-occurrence value of a word pair A and B was calculated by
multiplying the occurrences of A in a sentence with the occurrences of B in that same sentence.

Some of the chosen concepts are abstract, because they do not have a concrete or physical
presence, such as Logic and Information Hierarchy. Others are abstract because the connection
between the input and output is not transparent, such as Button, Screen, and Control Panel. For the
first group of concepts, there is no physical entity to refer to; for the second group of concepts,
it is difficult for users to explain and reason about these concepts merely based on their physical
states. For example, a Button represents an interactive mechanism that can invoke a series of
computational operations; a Screen refers to the data or information rendered on a computer at
one time (e.g., “Pressing F1 will display a help screen”); a Control Panel refers to the portion of a
computing display that represents its controls. All 20 chosen concepts are considered abstract in
the senses outlined above, which makes them suitable as the target domain within a metaphor.

4.3.2 Central Themes and Satellite Concepts. Figure 3 shows the word-word co-occurrence
for the 20 most frequently mentioned concepts. For any given pair of words (A and B), the co-
occurrence value was determined by multiplying the occurrences of A in a sentence with the
occurrences of B in that same sentence. The overall co-occurrence value for any specific pair of
words was calculated by summing the co-occurrence values from all sentences where they appear
together.
Analyzing word co-occurrence, we observed that the concepts Functionality, Software, Infor-

mation, and Problem each had strong associations with a specific set of related satellite concepts,
forming four distinct groupings (see Table 4). Consequently, we designated these four concepts
as central themes. For each central theme, we identified a set of satellite concepts that frequently
co-occurred with them, all having a co-occurrence value exceeding 20. Although the concept
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Table 4. Central Themes and Their Related Satellite Concepts

Central

Themes

Related Satellite Concepts

Information Search (46), Functionality (45), Information Hierarchy (33), Screen (22),
Button (20)

Problem Functionality (50), Assistance (32), Video Tutorial (28), Operation (28), Search
(27), Button (27), Software (27), Step (25), System (20)

Software Functionality (79), Video Tutorial (60), Interface (31), Problem (27), Learning
(26), Operation (26), Barrier (24), Screen (20)

Functionality Software (79), Barrier (52), Button (50), Problem (50), Information (45),
Instruction Manual (42), Control Panel (38), Interface (36), Option (31),
Operation (30), Learning (24), System (23), Step (23), Search (22), Logic (22)

The co-occurrence value between a satellite concept and a central theme is presented as (n).

Button also showed consistent co-occurrences with other concepts, we did not select it as a central
theme due to its strong association with and easy integration into the other four central themes.

5 STUDY 2: ELICITATION OF IMAGE-SCHEMATIC METAPHORS

The tasks of Study 2 were developed using the findings of Study 1. Study 2 consisted of a structured
interview (Part A) and four interactive tasks (Part B), aiming to elicit image-schematic metaphors
in younger and older adults’ language and interaction behaviors (actions and gestures). The struc-
tured interview was designed using the 20 most frequently mentioned concepts individually, and
the four interactive tasks were designed based on the four central themes grouped with their satel-
lite concepts.

5.1 Participants

As discussed in Section 3, we used qualitative sampling methods in Study 2. In qualitative re-
search, the determination of sample size is often guided by the principle of saturation [32]. Some
researchers have operationalized saturation as consensus, and proposed evidence-based recom-
mendations on sample size through their own empirical analysis. Romney et al. [91] developed
the Cultural Consensus Model, suggesting that each culture possesses a shared view of the world,
which leads to a “cultural consensus.”While the level of consensus on various topics might differ, it
is believed that there exists a finite set of ways of classifying elements in the cultural information
pool. Romney et al. [91] suggest that in familiar domains where participants have homogeneously
high expertise, it is possible to establish a cultural consensus relying on a small sample size (as few
as four participants). Image schemas represent a domain of basic cognitive constructs developed
early in infancy and continually reinforced throughout a person’s life. We might therefore expect
that individuals in any demographic group will possess a consistently high level of expertise re-
garding image schemas. According to the Cultural Consensus Model, any demographic group can
only use a finite set of methods to categorize these image schemas. These methods are the con-
sensual set of image-schematic metaphors. Using the Cultural Consensus Model, Atran et al. [7]
estimate a minimum sample size, indicating that in some of their studies, as few as 10 participants
were sufficient to reliably establish a consensus. Additionally, Guest et al. [35] operationalize sat-
uration for studies that employ non-probabilistic sampling methods and suggest that saturation
occurs within the first 12 interviews. This also aligns with having 12 participants in each age group
in the qualitative phase of Study 2. Following these arguments, in our study we expected to estab-
lish consensus in the two groups with 12 participants in each group (see Table 15 for confirmation
that consensus was indeed reached in both age groups).
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In the qualitative phase of Study 2, sample size refers to the number of participants (partic-
ipants). However, it is argued that the sample size concept does not necessarily refer to the
number of participants when analyzing observational or linguistic data (number of events/themes
coded) [76]. The “samples” that the quantitative analysis of Study 2 was actually addressing,
were a large number of themes coded from the qualitative data (637 themes in total; 319 for the
younger group and 318 for the younger group). We argue that the large number of coded instances
constitutes an appropriate sample size for the quantitative analysis conducted in Study 2.
In Study 2, we employed aMatched Samplingmethod, which refers to recruiting individuals that

belong to different groups (e.g., older adults and younger adults) but who are matched on other
variables (e.g., language, educational attainments) [93]. The sampling thresholds were 20–35 years
old for the younger group and 60–75 for the older group. There were 12 English-speaking younger
participants, six female and six male. The younger participants in this study were between the
ages of 21 and 34 (Mean = 25.92, SD = 3.55). Four of them had a undergraduate degree and the rest
had a postgraduate degree. Each younger participant was matched with an older participant with
the same educational attainment level. Younger participants were recruited through a mailing list
distributed to members of a large university in the UK. There were 12 English-speaking younger
older participants, seven female and five male. The older participants in this study were between
the ages of 62 and 75 (Mean = 70.21, SD = 4.04). Four of them had a undergraduate degree and the
rest had a postgraduate degree. Older participants were recruited from U3AC, a charity that orga-
nizes educational activities for people who are not or no longer in full-time employment. None of
the participants had experienced severe cognitive decline or sensory impairment. Ethical approval
for this study was obtained from our University.

5.2 Procedure

5.2.1 Measures of Prior Technological Knowledge. Before Study 2 started, all 24 participants
completed a questionnaire that measured their prior technological knowledge. We measured par-
ticipants’ prior experience with technology as exposure level and competency level [47]. Exposure
level was measured on two dimensions, exposure to general technologies and to unfamiliar tech-
nologies. Competency was measured on two levels, competency in using general technologies and
learning to use unfamiliar technologies.
At the exposure (general technologies) level, participants reported how often they had used

the 12 common technologies shown on the questionnaire in everyday life, and how often they had
performed 18 common digital tasks in the past year on a five-point Likert scale (from “never” (1) to
“almost everyday” (5), range of total score: 30–150). At the exposure (unfamiliar technology) level,
participants reported how often they had learned to use unfamiliar systems on 12 technologies
presented on a five-point Likert scale (from “never” (0) to “almost everyday” (4), range of total
score: 0–48); and they reported in a checklist that contained five technology learning related tasks
they had used in their lives (range of total score: 0–5).
At the competency (general technologies) level, we used the Computer Proficiency Ques-

tionnaire (CPQ) [15] to measure participants’ competence in performing 33 common digital
tasks on a five-point Likert scale (from “never tried” (0) to “very easily” (4), range of total score:
0–132). This measurement was adapted from the CPQ, which is suitable for individuals with
varying levels of proficiency, ranging from non-computer users to highly skilled users. At the
competency (unfamiliar technologies) level, we used a single-item test where participants were
asked to self-evaluate their proficiency in learning new technologies on a seven-point Likert
scale (from “very poor” (−3) to “very good” (3)). Prior research suggests that using a seven-point
Likert scale is more sensitive and reliable for a single-item test compared to using fewer response
options [26, 94].
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Table 5. Four Interactive Tasks in Part B

G
ro
u
p
in
g
s

U
se

C
a
se

Search for
information to solve
problems when using
unfamiliar systems.

Seek assistance from
people around you
when using unfamiliar
systems.

Watch video tutorials
to learn how to
complete an
unfamiliar task on a
software.

Read instruction
manuals to learn how to
use an unfamiliar
system.

C
o
n
ce
p
ts Information, Search,

Information
Hierarchy, Screen.

Problem, Assistance,
Operation, Step,
Functionality.

Software, Video
Tutorial, Interface,
Functionality,
Learning.

Functionality, Manual,
Button, Step, Learning,
Interface, Control Panel,
System, Barrier, Option,
Logic.

T
a
sk

s Task 1: On a provided
delivery app,
participants are
required to:

(a) change delivery
date of a parcel.

Task 2: On a provided
train ticketing system,
participants are
required to:

(a) buy a ticket;
(b) check departure
time and platform;
(c) top up a railcard.

Task 3: Following a
provided video
tutorial, participants
are required to:

(a) make a toggle
switch animation in
PowerPoint.

Task 4: Based on an
instruction manual,
participants are required
to:

(a) assemble a mobile
phone stabilizer;
(b) complete four
subtasks on the devices,
including “start video
recording,” “burst
shooting,” “zoom in/out,”
“switch between front
and back cameras.”

In the figures shown in the Groupings row, the biggest central circle represents the central theme of this grouping,

while the surrounding smaller circles represent its satellite concepts. The radius of each satellite circle represents

the co-occurrence value between this satellite concept and the central theme: larger circles indicate more frequent

co-occurrences with the central theme.

5.2.2 Part A: Structured Interviews. There is a possibility that in semi-structured interviews, the
experimenter’s language could impact how participants understand these concepts and their word
production [96]. In order not to bias participants in this way, we conducted structured interviews
in Part A of Study 2, each participant described the 20 concepts identified in Study 1 in their
own words, by answering a standardized question, “What do you think is [abstract concept]?”
All interviews were audio-recorded, transcribed and later used as a source (spoken language) for
image-schematic metaphor extraction.

5.2.3 Part B: Interactive Tasks. The results of Study 1 provided four groupings, each comprising
a central concepts and their related satellite concepts, all with a co-occurrence value exceeding 20
(see Table 4). Using the four groupings shown above as a foundation, we brainstormed a set of four
use cases that covered all 20 chosen concepts, which informed the design of the four interactive
tasks in Part B (see Table 5).
The aim of the interactive tasks was to investigate how people comprehend concepts related to

technology learning. To make sure participants were actually learning to use these systems during
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task completion, the systems used in the tasks needed to be unfamiliar to the participants of both
age groups. The first author designed and implemented the novel digital systems used in this study
to ensure the tasks were never encountered by any of the participants in their previous experience.
These materials included a parcel delivery application, a train ticketing system and a video tutorial
on how to make a toggle switch animation in PowerPoint.
Participants completed three interactive tasks on digital systems provided by the first author

and one task based on a smartphone gimbal (DJI OM 4). None of the participants had any prior
experience using this product. When completing the four tasks, participants were asked to think
aloud [72].

(1) Task 1: Participants were required to change the delivery date of a parcel on a delivery
application designed by the first author (see Figure 4). Since the “changing delivery date”
option was designed to be hidden, the participants either explored the whole system to find
out how to complete the task or used the “search” function in the system to find instructions
on changing the delivery date.

(2) Task 2: Participants were required to buy a train ticket from one city to another, download
an E-ticket, check departure time and platform information and then top up £25 to their
railcard, on a rail ticketing system designed by the first author (see Figures 5 and 6). To
investigate how people seek assistance and tackle problems when using unfamiliar systems,
ways to complete these sub-tasks in the rail ticketing system (e.g., how to download an E-
ticket, where to find the reference number, the entrance to “top-up” ) were designed to be
unclear and hidden. Participants talked to the experimenter for clarification and assistance
when encountering obstacles.

(3) Task 3: Participantswere providedwith a video tutorial made by the first author (see Figure 7)
on how to create a toggle switch animation in PowerPoint and were required to make the
animation following the tutorial. Each participant was equipped with two monitors and had
the flexibility to arrange the monitors in any ways they preferred, as well as to adjust the
size and position of both the video tutorial and the task window.

(4) Task 4: Participants were provided with a digital gimbal (see Figure 8) and an instruction
manual. Based on the manual, participants assembled the gimbal and completed the four
sub-tasks on the control panel of the digital gimbal, including “start/stop video recording,”
“burst shooting,” “zoom in/out,” and “switch between front/back cameras.”

All interactive tasks were video-recorded, with a camera capturing participants’ behaviors and a
microphone capturing their utterances when completing these interactive tasks. We used an inter-
action analysis approach [55] to code participants’ think-aloud verbal expressions and behaviors
including gestures and actions from the video recordings (see Table 6). The software used for video
analysis was Dovetail.1

5.3 Coding Methods

5.3.1 Coding Process. To standardize the coding process, we compiled a coding guideline for
image-schematic metaphors according to the ISCAT database [48], a database that contains image
schemas’ definitions and their instantiations in language and user interfaces. Our coding guideline
consisted of two components: the definitions of image schemas along with a set of signaling words,
and distinct coding procedures (see Tables 7 and 8) that were employed for Part A (interviews) and
Part B (interactive tasks). Both coders (the first author and the other coder) referred to the same
coding guideline during their independent coding. The software used for coding was Dovetail.2

1https://dovetail.com/
2https://dovetail.com/
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Fig. 4. Screenshots of the delivery application: (a) the “search” function; (b) adding a parcel; (c, d) changing
delivery date.
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Fig. 5. Screenshots of the rail ticketing application: (a) buying a ticket; (b) getting an E-ticket.

To elicit image-schematic metaphors from the transcribed interviews in Part A, the coders went
through the transcripts first, identifying possible lexical units that indicated an image schema and
a target concept, then identified which property or relational structure of the target concept was
mapped to the image schema tagged. This formulated a mapping between “an attribute/relational
structure of a target concept” and an image schema, which was an image-schematic metaphor.
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Fig. 6. Screenshots of the rail ticketing application: (a) checking departure time and platform; (b) topping
up a railcard.
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Fig. 7. Screenshots of the video tutorial made by the first author, on making a toggle switch animation in
PowerPoint.

Table 7 presents an example of how an image-schematic metaphor was identified in transcribed
interviews.
For interactive tasks (Part B), there were two elicitation sources, including transcribed verbal

data and behaviors coded from the video recordings. The two elicitation sources were coded sep-
arately following the process shown in Table 8.

5.3.2 Double Coding. Based on the above-mentioned coding guideline, the first author of this
work coded the entire dataset. Thereafter, inter-coder agreement analysis was conducted. The
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Fig. 8. Digital gimbal and instruction manual used in task 4. The instruction manual showed diagrams about
assembly steps on the left and how to interact with buttons on the control panel of the digital gimbal.

Table 6. Coding User Interactions from the Video Records of Four Interactive Tasks

Actor Verbal Expressions Behaviors (gestures and actions)

Participant 1
(Task 3: 0:31-0:38)

(No verbal data collected) Placed the video tutorial on the right
side and centered the task screen.

Participant 2
(Task 2: 7:28-7:59)

Is it the one in the middle? No.
The second is not right either.
How about this one? No. Oh it is
the one at the corner!

Clicked on all three buttons in the
center of the interface from top to
bottom, then clicked the correct
button at the bottom right corner.
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Table 7. Coding Process for Transcribed Interviews (in Part A of Study 2)

Source Quote Coding Process

Interviews “Interface is the
link between
human beings
and the things
that they need
to operate in the
world.”

Step 1: Identify image schema
based on definitions and signaling
words.
- Definition: “The linkage
image-schema consists of two or
more entities which are connected
with each other by means of a
linking device of some kind [44].”
- Signaling words: connect, tie, link

Interface is the link
(linkage) between human
beings and the things that
they need to operate in the
world.

Step 2: Identify target concept. Interface is the link

between human beings
and the things that they
need to operate in the
world.

Step 3: Identify which property or
relational structure of the target
concept is mapped to the image
schema.

The form of Interface is
linkage

second coder was a PhD student with experience in coding qualitative data, who was provided
with the same coding guideline, a tutorial on the definitions of image schemas and the extraction
process, and a practice session supervised by the first author. During the practice session, the
second coder was provided with 30 sample instances and was required to code these instances
with image schemas.

Since having both coders process the entire dataset would be effortful and time-consuming,
Armstrong et al. [6] suggest that calculating inter-coder agreement value for a representative 25%
of a dataset is sufficient to evaluate coding reliability. The first author of this work independently
coded the entire dataset, and then the second coder independently coded 25% of the instances
coded by the first author.
To ensure the subset was representative of the entire dataset, we randomly sampled 25% of the

instances coded with each of the six image schema categories that made up the full dataset. For
example, 25% of instances coded with image schemas that belong to the Space category were be
sampled. The same sampling method was applied to the other five image schema categories. In
total, 160 instances were sampled in the double-coding dataset. This dataset contained the exact
word sequence and its location in the transcripts.

Cohen’s Kappa [70] is an established measure for the inter-coder agreement between two
coders. This is most often used for a pre-defined set of data that is entirely coded by all coders (i.e.,
there is no missing data). However, in this study, word areas were relatively loosely defined, so not
all coders tagged or analyzed the exact same words. Hayes and Krippendorff [38] argue that most
reliability measures are not applicable in situations where a large number of elements could be po-
tentially tagged. When not all extractors elicited ISMs from all possible locations, Krippendorff’s
alpha is regarded as more robust, because it bases its calculations on disagreements. The formula is
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Table 8. Coding Process for Interactive Tasks (in Part B of Study 2)

Source Quote Coding Process
Example 1: Upward movement on Button is bigger
Think-aloud
verbal
expressions

Okay I think this is the
button for zooming in
and out on the camera.
But what am I going to
do with it?

Step 1: Identify image schema based on
definitions and signaling words.

Okay I think this is the button for
zooming in and out

(big-small).

Step 2: Identify target concept. Okay I think this is the Button
for zooming in and out.

Step 3: Identify which property or
relational structure of the target concept
is mapped to the image schema.

No obvious link found.

Behaviors When provided with a
button that can be
clicked/pressed/held
and moved towards
multiple directions, the
user moved their finger
upward on the button’s
responsive area to zoom
in and downward to
zoom out.

Step 1: Identify image schema based on
definitions.

big-small

Step 2: Identify target concept. Button
Step 3: Identify which property or
relational structure of the target concept
is mapped to the image schema.

Upward movement on Button is
bigger

Example 2: Important Information is center
Think-aloud
verbal
expressions

Is it the one in the
middle? No. The second
is not right either. How
about this one? No. Oh
it is the one at the
corner!

Step 1: Identify image schema based on
definitions and signaling words.

None

Step 2: Identify target concept. Information Hierarchy
Step 3: Identify which property or
relational structure of the target concept
is mapped to the image schema.

No obvious link found.

Behaviors Clicked on all three
buttons in the center of
the interface from top
to bottom, then clicked
the button at the
bottom right corner.

Step 1: Identify image schema based on
definitions.

center-periphery

Step 2: Identify target concept. Information Hierarchy
Step 3: Identify which property or
relational structure of the target concept
is mapped to the image schema.

Important Information is center

α = 1 −
Do

De

,

where Do represents the observed disagreement within the units of analysis and De represents the
predicted disagreement when coding is based on chance. The results were interpreted based on
Kappa value interpretation [70]: a poor agreement would be indicated by a negative value; a slight
agreement (0–0.20); a fair agreement (0.21–0.40); a moderate agreement (0.41–0.60); a substantial
agreement (0.61–0.80); an almost-perfect agreement (0.81–1).

5.4 Results

All data was checked against assumptions for the statistical tests used.
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Fig. 9. (a) Distribution of exposure to general technologies; (b) distribution of exposure to unfamiliar tech-
nologies; (c) distribution of competency in using general technologies; (d) distribution of competency in
learning to use unfamiliar technologies. The box plots show the median (the horizontal line), the mean (“×”),
the first and third quartile (the box) and the minimum and maximum (the whiskers). The circle signs (“o”)
indicate outliers. The asterisks on plot titles indicate the dimensions that show a statistically significant dif-
ference (p ≤ 0.05). The red sold line indicates the possible max value on the y axis and the green dashed line
indicates the possible min value.

Table 9. Kruskal-Wallis Test Results on Four Dimensions of Prior Technological Knowledge in Terms of Age

Dimension N Mean Score df χ 2 p η2

Exposure

(general technologies)
Older: 12
Younger: 12

Older: 89.75
Younger: 112.83

1 9.9138 0.0016* 0.4310

Exposure

(unfamiliar technologies)
Older: 12
Younger: 12

Older: 13.25
Younger: 14.92

1 0.6155 0.4327 0.0268

Competency

(general technologies)
Older: 12
Younger: 12

Older: 46.08
Younger: 56.67

1 5.7634 0.0164∗ 0.2506

Competency

(unfamiliar technologies)
Older: 12
Younger: 12

Older: 0.50
Younger: 2.00

1 6.6087 0.0101∗ 0.2873

Mean scores obtained by both age groups on the four dimensions were shown in the table. The asterisks (“∗”) on p

values indicate that on these dimensions the differences between the two groups’ scores are statistically significant (p ≤

0.05). A large effect size is represented by η2 ≥ 0.14.

5.4.1 Prior Technological Knowledge. We measured the prior technological knowledge of the
two age groups on four dimensions and summarize this in box plots (Figure 9).
We performed the Kruskal-Wallis tests on four measured dimensions of prior technological

knowledge (see Table 9). The results showed that younger and older adults differed significantly
in three of the four measured dimensions. However, no significant difference was found in their
exposures to unfamiliar technology. Values on most dimensions were significantly higher for the
younger group. It is also possible to analyze the correlations between different measured dimen-
sions within each age group (e.g., testing whether exposure and competency are correlated). How-
ever, in the interest of cleanness, we did not include additional analyses due to their limited rel-
evance to the primary objective, which focuses on comparing the levels of prior technological
knowledge between the two age groups. Future research could perform such correlation analyses
using the publicly available data from this study.

5.4.2 Inter-coder Agreement. The second coder independently coded the subset. After the
second coder had finished, we exported both the first author’s and the second coder’s coding
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Table 10. Usage Frequency of Image Schemas Categories (e.g., among All the Image Schemas Used by
Older Adults, 39.62% of them Fell Under the Category of Space)

Image Schema Category Older Adults Younger Adults All Participants

Space (e.g., up-down) 39.62% 36.68% 38.15%

Force (e.g., blockage) 32.08% 21.32% 26.69%

Multiplicity (e.g., part-whole) 18.24% 22.57% 20.41%

Attribute (e.g., big-small) 4.72% 10.03% 7.38%

Containment (e.g., container) 5.03% 8.46% 6.75%

Process (e.g., cycle) 0.31% 0.94% 0.63%

results from Dovetail3 and aggregated them into one dataset. The first author slightly edited
and summarised the identified image-schematic metaphors by removing spelling errors and
minimal differences (e.g., Upward movement on buttons is big, and Moving buttons up is big).
The aggregated dataset consisting of both coders’ coding results was then imported into Atlas.ti4

to calculate inter-coder agreement.
The inter-coder agreement analysis revealed a Kripendorff’s alpha of 0.792 (no missing value;

325 decisions; observed disagreement: 0.207; expected disagreement: 0.995), which was a substan-
tial agreement. The inter-coder agreement value was comparable to that of earlier research focus-
ing on the extraction process of image-schematic metaphors from language [42, 96]. Rather than
discarding the set of image-schematic metaphors that were in disagreement, we used the inter-
coder agreement value of a representative subset to assess the fairness and accuracy of the first
author’s coding against the established image schema definitions. Nowwith an achieved high level
of inter-coder agreement, we affirmed the feasibility of proceeding with data analysis using the
first author’s coding results on the entire dataset.
The first author identified 319 instances in younger participants’ transcribed language and coded

behaviors. It is important to note that these 319 instances did not represent 319 unique image-
schematic metaphors due to possible duplicates of a single image-schematic metaphor at different
locations. Specifically, 51 instances were image-schematic metaphors that were only found once in
the data, while the remaining instances containedmetaphors that were coded in multiple locations.
In terms of older participants, 318 instances were coded and 42 of them appeared only once in the
data.

5.4.3 Cross-group Consensus.

Highly Correlated Distributions of Image Schemas. Image schemas from the category Space,
Force and Multiplicity were used most often by both younger and older groups, followed by
Containment, Attribute and Process (see Table 10). The only difference was that for the older
group, category Force ranked second (rather than third, for the younger group) andMultiplicity
ranked third (rather than second) (see Table 10).

The two age groups showed similar patterns in terms of the distribution of image schemas used.
When considering image schemas that had at least one instantiation, we found a high correlation
between the distributions of image schemas in the two age groups (r (22) = 0.92, p <0.001), as
shown in Figure 10. For a limited number of image schemas, we observed remarkable differences
in their usage frequency between the two age groups. The older group used more blockage and
enablement, and the younger group used more bright-dark, in-out and big-small.

3https://dovetail.com/
4https://atlasti.com/
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Fig. 10. Usage frequency of image schemas for both age groups.

Almost-perfect Overlap of Image-schematic Metaphors. This study extracted image-schematic
metaphors from both spoken language and observation of behaviors. Although there were many
ways to describe and understand these concepts (ISM-related or purely literal), we discovered sim-
ilar image-schematic metaphors in the two age groups’ language and behaviors, and found an
almost-perfect overlap between image-schematic metaphors used by the two groups.
According to what Löffler et al. [73] suggest, we considered image-schematic metaphors with no

fewer than two instances. Each participant could map a concept to any image schemas. However,
repeated mappings between the same concept and the same image schema by one participant was
considered a single instance.
For each concept, we calculated the Observed Overlap between the two age groups by divid-

ing the total count of instances of shared metaphors by the overall count of metaphor instances
recorded, using the following formula:

O =
∑

C(Mi )⊆C(M )

C(Mi )

C(M)
,

where C(M) is the count of all metaphor instances observed for a concept, and C(Mi ) is the total
count of instances of a shared metaphor i . For example, for the concept “System,” we collected
C(M) = 27 image-schematic metaphors instances, of which 16 are “The structure of System is
collection,” used by both age groups; nine of them are “The structure of System is merging
(different parts),” used by both age groups; two of them are “The form of System is cycle,” only
used by the younger group, i.e.,

C(M1) = 16,C(M2) = 9,

O =
C(M1)

C(M)
+
C(M2)

C(M)
=

16

27
+

9

27
= 0.93.
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The study employed Cohen’s Kappa score [70] to interpret the degree of overlap between the
two age groups regarding image-schematic metaphors usage. This is because both overlap and
Cohen’s kappa score are related to howmuch two raters (or groups) concur in their categorizations.
The formula for Cohen’s kappa is

κ =
po − pe
1 − pe

,

where po represents the observed agreement, and pe represents the expected probability of chance
agreement. Due to the extensive range of categories available for understanding a concept through
any image schema, the chance agreement is significantly low, resulting in the Kappa score being
close to the observed agreement. In this case, the observed agreement was an estimation of the
actual agreement value. This allowed us to regard the Observed Overlap as a reasonable estimate
of the actual degree of overlap.
Tables 12 and 13 present the overlap between image-schematic metaphors used by the two

groups for each concept. The overall degree of overlap between both groups was calculated by
taking the average of the 20 concepts’ overlap values. An almost-perfect overlap of 0.83 (SD =
0.20) was found between image-schematic metaphors used by younger and older groups in their
language and behavior.
Moreover, the most popular image-schematic metaphors were strongly shared between the two

groups. For 17 of the 20 concepts, the most frequently used image-schematic metaphor was the
same for both age groups. For the rest of the 20 concepts, themost frequently used image-schematic
metaphor for one age group was the second-ranking image-schematic metaphor for the other age
group.

Interpretations of Some Less Direct Metaphors. There are some image-schematic metaphors with
a closer metaphorical distance or a less direct metaphorical mapping between the image schema
and the target domain, which might be more difficult to interpret as a “metaphor” compared to
the more direct ones. For example, “The form of Barrier is blockage” might seem tautological,
since every Barrier seems to be a physical blockage. However, unlike how we usually interpret the
literal term “blockage,” the image schema blockage refers to a force dynamic in which “a force
or a movement is physically or metaphorically stopped or redirected by an obstacle” [45]. As a
result, this mapping is not tautological, since the image schema blockage specifically refers to
a force dynamic while a Barrier does not. Another less direct example is “Upward movement on
Button is bigger.” This image-schematic metaphor was identified in task 4 where users were asked
to manipulate a button that can be pressed, held, clicked, or moved towards multiple directions to
trigger the function of zooming in or out. The purpose of this sub-task was to investigate what
relational structure or property of a Button would be mapped to the image schema big-small.
Specifically, all users moved their fingers upward on the Button’s responsive area to zoom in (big),
and moved downward on the Button’s responsive area to zoom out (small). The interpretation
of this metaphor can be complicated by the fact that the observed behavior (upward movement
on a Button) contained an image schema up, so its mapping to big also revealed the relationship
between two image schemas (up and big). However, given that the objective of this research is to
investigate the mappings between “the property/relational structure of an Abstract Concept” and
an image schema, the observed behavior was coded as “Upward movement on Button is bigger.”
Table 11 provides interpretations for some of these less direct metaphors.

5.4.4 Differences in Usage Pattern.

Numbers of Different Image-schematic Metaphors that the Two Age Groups Relied on. We
measured how many different image-schematic metaphors were used by the two age groups to
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Table 11. Interpretations of Some Less Direct Image-schematic Metaphors

Image-schematic Metaphor Interpretation

The form of Barrier is blockage The form of a barrier is a blocking force that stops
or redirects an action attempted by a user.

Upward movement on Button is bigger An upward movement within the responsive area
of a button results in an increase in the size of
specific system elements.

Button exerts compulsion to the system Users compel a system to execute certain functions
by pressing a button.

Fig. 11. Distribution of (a) number of image-schematic metaphors used by the two age groups per concept;
(b) distribution of prevalence value of each image-schematic metaphor used by the two age groups; (c) total
number of image-schematic metaphors used by the two age groups to comprehend the 20 concepts. The box
plots show the median (the horizontal line), the mean (“×”), the first and third quartile (the box) and the
minimum and maximum (the whiskers). The circle signs (“o”) indicate outliers. The red sold line indicates
the possible max value on the y axis and the green dashed line indicates the possible min value.

comprehend each concept and summarized the distributions in box plot as shown in Figure 11(a).
The older group used 50 different image-schematic metaphors in total to describe the 20 concepts
in the domain of technology learning. The mean number of different image-schematic metaphors
used by the older group to comprehend one concept was 2.5 (SD = 1.50). While the younger group
used 55 different image-schematic metaphors to describe the 20 concepts. The mean number of
different image-schematic metaphors used by the younger group to comprehend one concept
was 2.75 (SD = 1.94). The older group used slightly fewer types of image-schematic metaphors to
comprehend concepts in the target domain compared to the younger group, but a Kruskal-Wallis
test at a significance level of α = 0.05 showed that the difference was not statistically significant
(χ 2 (1, N = 40) = 0.1029, p = 0.7484, η2 = 0.0026).

Average Prevalence Values of Image-schematicMetaphors. Within both age groups, various image-
schematic metaphors were employed by different individuals. Each image-schematic metaphor has
a prevalence value within one age group, determined by calculating the percentage of group mem-
bers who use it. For instance, if a metaphor is used by 70% of the younger group, then its prevalence
within this group is 70%. We took the prevalence values of all image-schematic metaphors used
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Table 12. Overlap between Age Groups in Metaphor Usage

Concept 1–10 Group Instances Shared
ISMs

Total
ISMs

Overlap

Functionality

Older Mismatch between Functionality and Button is blockage (2)*

6 10 0.60
Functionality is enablement to its users (2)

Younger Mismatch between Functionality and Button is blockage (4)*
The form of Functionality is path (2)

Software

Older Software is enablement to its users(3)*

5 14 0.36

The structure of Software is collection (3)
The position of Software is down (2)

Younger Software is enablement to its users (2)*
The form of Software is linkage (2)
The position of Software is up (2)

Button

Older Upward movement on Button is bigger (12)*

48 57 0.84

Button exerts compulsion to the system (10)*
Mismatch between Functionality and Button is blockage (2)*
Information on Button and Manual is matching (2)

Younger Upward movement on Button is bigger (12)*
Button exerts compulsion to the system (8)*
Mismatch between Functionality and Button is blockage (4)*
The position of a key Button is front (3)
The function of a Button is linkage (2)
Important Button is bright (2)

Information

Older Extraneous Information is blockage (4)*

9 15 0.60
Information is enablement to its receiver (2)

Younger Extraneous Information is blockage (5)*
The position of Information is out (4)

Problem
Older The form of Problem is blockage (8)*

14 14 1
Younger The form of Problem is blockage (6)*

Operation
Older The form of Operation is path (7)*

13 15 0.87Younger The form of Operation is path (6)*
Younger The structure of Operation is collection (2)

Barrier
Older The form of Barrier is blockage (10)*

20 20 1
Younger The form of Barrier is blockage (10)*

Manual

Older The position of Manual is center-Task is periphery (7)*

37 39 0.95

The position of Manual is left-Task is right (6)*
The position of Manual is periphery-Task is center (5)*
The structure of Manual is collection (2)*
The form of Manual is blockage (2)

Younger The position of Manual is center-Task is periphery (9)*
The structure of Manual is collection (4)*
The position of Manual is left-Task is right (2)*
The position of Manual is periphery-Task is center (2)*

Screen
Older The function of Screen is enabling contact (3)*

5 5 1
Younger The function of Screen is enabling contact (2)*

Interface

Older The function of Interface is enabling contact (8)*

26 26 1

Different Interfaces is blockage to task completion (4)*
The form of Interface is linkage (2)*

Younger The function of Interface is enabling contact (5)*
The form of Interface is linkage (5)*
Different Interfaces is blockage to task completion (2)*

The number of usage instances for each image-schematic metaphor is presented as (n). Image-schematic metaphors

used by both younger and older groups are marked with an asterisk. For example, in the younger group, “Software is

enablement to its users (2)*” means that this image-schematic metaphor had two usage instances in the younger

group and it was also used by the older group. Numbers in the column “Shared ISMs” show the count of instances of

ISMs that are used by both age groups. Numbers in the column “Total ISMs” shows the total count of ISM usage

instances found in the two age groups. In each image-schematic metaphor, the Abstract Concept is Italicized.
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Table 13. Overlap between Age Groups in Metaphor Usage

Concept
11–20

Group Instances Shared
ISMs

Total
ISMs

Overlap

Video

Tutorial

Older The position of Video Tutorial is far-Task is near (11)*

63 78 0.81

The position of Video Tutorial is periphery-Task is center (11)*
The position of Video Tutorial is left-Task is right (8)*
The form of Video Tutorial is path (6)*
The position of Video Tutorial is right - Task is left (3)*
The motion of Video Tutorial is self motion (2)

Younger The position of Video Tutorial is periphery-Task is center (8)*
The position of Video Tutorial is right-Task is left (5)*
The position of Video Tutorial is left-Task is right (5)*
The form of Video Tutorial is collection (4)
The form of Video Tutorial is path (4)*
The size of Video Tutorial is small-Task is big (3)
The size of Video Tutorial is big-Task is small (3)
The position of Video Tutorial is back-Task is front (3)
The position of Video Tutorial is far-Task is near (2)*

System

Older The structure of System is collection (6)*

25 27 0.93
The structure of System is merging (different parts) (2)*

Younger The structure of System is collection (10)*
The structure of System is merging (different parts) (7)*
The form of System is cycle (2)

Option
Older Providing Option is enablement to users (3)*

5 8 0.63Younger The form of Option is path (3)
Providing Option is enablement to users (2)*

Search
Older The form of Search is path (4)*

7 10 0.70Search is diversion from ongoing task (3)
Younger The form of Search is path (3)*

Learning

Older Learning is matching (with examples) (11)*

41 41 1

The form of Learning is taking in (new things)(6)*
The form of Learning is path (5)*

Younger Learning is matching (with examples) (11)*
The form of Learning is taking in (new things) (5)*
The form of Learning is path (4)*

Control

Panel

Older The form of Control Panel is collection (3)*

6 11 0.55
The function of Control Panel is enabling contact (2)

Younger The form of Control Panel is collection (3)*
The position of Control Panel is center (3)

Step

Older Missing Step is blockage (11)*

35 35 1

The form of Step is part (9)*
The form of Step is path (4)*

Younger The form of Step is part (7)*
Missing Step is blockage (2)*
The form of Step is path (2)*

Logic
Older The form of Logic is path (9)*

15 15 1
Younger The form of Logic is path (6)*

Information

Hierarchy

Older Important Information is center (12)*

34 41 0.83

General Information is up-Detailed Information is down (4)*
The position of Hidden Information is down (3)*
The form of Information Hierarchy is path (3)
Information Hierarchy is enablement to users (2)

Younger Important Information is center (9)*
General Information is up-Detailed Information is down (4)*
The position of Hidden Information is down (2)*
Important Information is bright (2)

Assistance

Older Assistance is restraint removal for users (8)*

23 23 1
Assistance is enablement to users (3)*

Younger Assistance is enablement to users (7)*
Assistance is restraint removal for users (5)*

The number of usage instances for each image-schematic metaphor is presented as (n). Image-schematic

metaphors used by both younger and older groups are marked with an asterisk. For example, in the old

group, “The structure of System is collection (6)*” means that this image-schematic metaphor had six

usage instances in the older group and it was also used by the younger group. Numbers in the column

“Shared ISMs” show the count of instances of ISMs that are used by both age groups. Numbers in the

column “Total ISMs” shows the total count of ISM usage instances found in the two age groups. In each

image-schematic metaphor, the Abstract Concept is Italicized.
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within an age group and calculated their average. The resultant average prevalence served as an
indicator of each age group’s consensus towardsmetaphor usage. A higher average prevalence sug-
gests a more uniform engagement with thesemetaphors within the age group. Figure 11(b) showed
the distributions of prevalence values of image-schematic metaphors in the two age groups. In the
older group, the used image-schematic metaphors demonstrated an average prevalence value of
0.44 (SD = 0.27). In the younger group, the used image-schematic metaphors demonstrated an
average prevalence value of 0.37 (SD = 0.22). The average prevalence of used image-schematic
metaphors in the older group was higher than that in the younger group, but a Kruskal-Wallis test
at a significance level of α = 0.05 showed that the difference was not statistically significant (χ 2 (1,
N = 105) = 1.1886, p = 0.2756, η2 = 0.0114).

Total Numbers of Image-schematic Metaphors Each Participant Used in This Study. On an individ-
ual level, the mean number of image-schematic metaphors used by each older participant in this
study is 21.83 (SD = 2.44); the mean number of image-schematic metaphors used by each younger
participant is 20.25 (SD = 2.60). The distributions were shown in Figure 11(c). An older participant
on average used more image-schematic metaphors in the domain of technology learning, but a
Kruskal-Wallis test at a significance level of α = 0.05 showed that the difference was not statisti-
cally significant (χ 2 (1, N = 24) = 2.6966, p = 0.1006, η2 = 0.1172).
On the three dimensions of usage pattern we measured, no statistically significant difference

was found between the two age groups.

5.4.5 Image-schematic Metaphors with High Prevalence. This study identified 37 image-
schematic metaphors used by both age groups, as detailed in Table 15. This table also outlines the
prevalence of these metaphors across all 24 participants, within both the younger and older groups.
A prevalence value ranging from 0.61 to 1 within a group signifies a substantial level of agreement
among group members regarding the decision of using this metaphor. Hence, a metaphor demon-
strating a prevalence value between 0.61 and 1 in a user group is considered to be commonly
adopted. There were 10 image-schematic metaphors with a high prevalence (0.61–1) among all 24
participants, as shown in Table 14.

5.4.6 Sources of Image-schematic Metaphors. As shown in Table 15, among the 10 image-
schematic metaphors with high prevalence across all participants, five of them were extracted
only from observation of behaviors, including “Upward movement on Button is bigger,” “Learning
is matching (with examples),” “Important Information is center,” “The position of Video Tutorial
is periphery - Task is center,” and “The position of Manual is center—Task is periphery.” One
of them appeared in both participants’ language and behaviors, which is “Button exerts compul-
sion to the system.” Four of them were extracted only from language, including “The form of
Barrier is blockage,” “The form of Step is part,” “The structure of System is collection,” “The
form of Logic is path.” We identified 6 of the 10 image-schematic metaphors with high prevalence
from observation of behaviors, and half of these 10 metaphors were found only in observation of
behaviors.
Among all 37 shared image-schematic metaphors shown in Table 15, we found that 13 of them

were identified only from observation of behaviors, 20 of them were identified only from spoken
language, and four of them were found in both spoken language and observation of behaviors.

6 DISCUSSION

By analyzing the obtained data, we elicited image-schematic metaphors from younger and older
adults’ language and behaviors in the context of technology learning, and find an almost-perfect
overlap between metaphors used by the two age groups. Thus, image schemas can potentially be
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Table 14. Interpretations of Image-schematic Metaphors with a High Prevalence (0.61–1) Across All
Participants

Image-schematic Metaphor Interpretation
Upward movement on Button is bigger An upward movement within the responsive area

of a button results in an increase in the size of
specific system elements.

Learning is matching (with examples) Users learn by matching their actions to what the
instructions indicate.

Important Information is center Important information should be located at the
center.

The position of Video Tutorial is periphery - Task is center Video Tutorial should be located at the periphery.
The position of Manual is center - Task is periphery Instruction manual should be located at the center.
Button exerts compulsion to the system Users compel a system to execute certain functions

by pressing a button.
The form of Barrier is blockage The form of a barrier is a blocking force that stops

an action attempted by a user.
The form of Step is part The form of a step is presented as one part of a

whole with parts arranged in a particular fashion.
The structure of System is collection A system is structured as a collection that consists

of several objects that are similar, autonomous, and
neighboring each other in space.

The form of Logic is path The form of logic is a path that consists of a
starting point, an end-point, and a sequence of
contiguous locations connecting the starting point
with the end-point.

In each image-schematic metaphor, the Abstract Concept is italicized.

leveraged as a form of age-inclusive prior knowledge to make digital technologies easy to learn
and use for both younger and older users. In our study, the two age groups showed highly similar
usage patterns of image-schematic metaphors with no statistically significant differences found.
Despite the similarity, we observe that the older group demonstrated a slightly more uniform
engagement with image-schematic metaphors compared to the younger group. To guide future
design, this study provided a set of shared image-schematic metaphors relevant to the technol-
ogy learning domain. Our empirical analysis offered insights on the design of protocols for elic-
iting image-schematic metaphors; augmenting the established language elicitation protocol with
a behavior observation method is recommended in the interest of identifying highly prevalent
image-schematic metaphors. This section elaborates on these findings and contextualizes the op-
portunities for employing the image schema method in the design of age-inclusive interactive
systems.

6.1 High Cross-group Consensus

The two age groups showed highly similar patterns in the distributions of image schemas they
used. This finding is consistent with what Johnson [53] predicted. Remarkable differences in us-
age frequency between age groups were only seen for a small number of image schemas. blockage
was used more frequently by the older group, potentially because they encountered more obsta-
cles when learning technologies compared to their younger counterparts. This might correspond
with older adults using more enablement, which usually emerges at the absence or removal of
blockage. The younger group used more in-out, bright-dark, and big-small, possibly as a re-
sult of the widespread usage of these image schemas as design languages in everyday interactive
systems. The younger group can be more familiar with these image schemas as they were found
to be more exposed to general technologies.
For both age groups alike, in the context of technology learning, the most frequently used image

schema category was Space. This finding highlights an interesting divergence from prior studies.
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Table 15. List of Shared Image-schematic Metaphors

Prevalence-
Overall

Shared Image-schematic Metaphors Context Source Prevalence-
Older

Prevalence-
Younger

100.00%∗ Upward movement on Button is bigger∗ Task 4 B 100.00% 100.00%
91.67%∗ Learning is matching (with examples)∗ Task 3, 4 B 91.67% 91.67%
87.50%∗ Important Information is center∗ Task 2 B 100.00% 75.00%
83.33%∗ The form of Barrier is blockage∗ Interviews L 83.33% 83.33%
79.17%∗ The position of Video Tutorial is periphery - Task is center∗ Task 3 B 91.67% 66.67%
75.00%∗ Button exerts compulsion to the system∗ Interviews; Task 4 L, B 83.33% 66.67%
66.67%∗ The form of Step is part∗ Interviews L 75.00% 58.33%
66.67%∗ The position of Manual is center - Task is periphery∗ Task 4 B 58.33% 75.00%
66.67%∗ The structure of System is collection∗ Interviews L 50.00% 83.33%
62.50%∗ The form of Logic is path∗ Interviews L 75.00% 50.00%
58.33% The form of Problem is blockage Interviews; Task 2 L, B 66.67% 50.00%
54.17% The form of Operation is path Interviews; Task 2 L 58.33% 50.00%
54.17% The position of Video Tutorial is left - Task is right Task 3 B 66.67% 41.67%
54.17% The position of Video Tutorial is far - Task is near Task 3 B 91.67% 16.67%
54.17% Missing Step is blockage Task 3, 4 L, B 91.67% 16.67%
54.17% The function of Interface is enabling contact Interviews L 66.67% 41.67%
54.17% Assistance is restraint removal for users Task 2 B 66.67% 41.67%
45.83% Learning is taking in (new things) Interviews L 50.00% 41.67%
41.67% The form of Video Tutorial is path Interviews; Task 3 L 50.00% 33.33%
41.67% Assistance is enablement to users Interviews; Task 2 L 25.00% 58.33%
37.50% The structure of System is merging (different parts) Interviews L 16.67% 58.33%
37.50% Extraneous Information is blockage Task 1 L 33.33% 41.67%
33.33% General Information is up - Detailed Information is down Interviews; Task 4 L 33.33% 33.33%
33.33% The position of Video Tutorial is right - Task is left Task 3 B 25.00% 41.67%
33.33% The position of Manual is left - Task is right Task 4 B 50.00% 16.67%
29.17% The position of Manual is periphery - Task is center Task 4 B 41.67% 16.67%
29.17% The form of Interface is linkage Interviews L 16.67% 41.67%
29.17% The form of Search is path Interviews L 33.33% 25.00%
25.00% The form of Step is path Interviews L 33.33% 16.67%
25.00% The structure of Manual is collection Interviews L 16.67% 33.33%
25.00% Different Interfaces is blockage to task completion Task 3, 4 L, B 33.33% 16.67%
25.00% Mismatch between Functionality and Button is blockage Task 4 B 16.67% 33.33%
25.00% The structure of Control Panel is collection Interviews L 25.00% 25.00%
20.83% The position of Hidden Information is down Task 1 B 25.00% 16.67%
20.83% Software is enablement to its users Interviews L 25.00% 16.67%
20.83% The function of Screen is enabling contact Interviews L 25.00% 16.67%
20.83% Providing Option is enablement to users Interviews;Task 1, 2, 4 L 25.00% 16.67%

Image-schematic metaphors with a high prevalence across all participants were marked with an asterisk(∗). In the

“Source” column, “L” means this metaphor was found in language, and “B” means this metaphors was found in

interaction behaviors. In each image-schematic metaphor, the Abstract Concept is Italicized.

Cafaro et al. [17] suggest that the majority of image schemas employed by mixed-ability workers
are within the Force category, and Blackler et al. [12] find that a feature’s appearance wasmore im-
portant than its location in fostering correct and intuitive use. However, our finding is in line with
previous work suggesting that spatial image-schematic metaphors may be easier to understand [3]
and Antle et al.’s [4] recommendations about focusing on Space image schemas in informal learn-
ing settings. Our finding is also supported by research that investigates the contribution of spatial
image schemas in abstract reasoning. It aligns with Hummel and Holyoak’s [41] findings that spa-
tial image schemas play a significant role in reasoning via transitive inference and Gattis’s [29]
suggestion that the comprehension of all types of relations involves spatial schemas.We argue that
the Space image-schematic structures could be the most preferred cognitive structure for both age
groups to comprehend unfamiliar concepts when learning new technologies. When representing
new concepts in novel interactions or interfaces unfamiliar to users, it could be beneficial for de-
signers to prioritise image schemas in the Space category to construct their design. For example,
placing an important button at the center of the view (using image schema center in the Space
category) could be more efficient than making it brighter in color (using image schema bright
in the Attribute category).
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The two age groups demonstrated an almost-perfect overlap in terms of image-schematic
metaphors found in their spoken language and behaviors. Our findings are similar to those of
Tscharn [96], who observed a substantial agreement between younger and older individuals in
the use of image-schematic metaphors in their spoken language in the context of online banking.
However, our study used a more comprehensive set of image-schematic metaphors derived from
a combined source (language and observation of behaviors), which resulted in a higher level of
overlap. Moreover, the application domain in which we conducted our investigation was differ-
ent to that used in the study conducted by Tscharn [96], suggesting high cross-group consensus
in image-schematic metaphors usage across various domains. To further substantiate the theory,
replication of this study in different domains would be desirable.
However, our results contrast with arguments in the literature proposing that people may face

a decline in their ability of using and comprehending metaphors as they age due to age-related
decline in working memory resource and fluid intelligence [16, 37, 51]. In our study, no signif-
icant difference was found between the total number of image-schematic metaphors used by an
older participant and a younger participant. On average, older participants even used slightly more
image-schematic metaphors than younger participants. Furthermore, the almost-perfect overlap
observed between image-schematic metaphors employed by both age groups suggests that older
adults use image schemas to generate metaphorical extensions in a manner that is highly similar
to their younger counterparts. Our study did not detect any decline in the ability to use image-
schematic metaphors associated with aging. A possible explanation is that while image-schematic
metaphors are a specific type of conceptual metaphor, they do not appear to consume working
memory resources to the same extent as most other conceptual metaphors. According to Mandler
[80], image schemas are stored in long-term memory below the level of conscious awareness, and
their activation occurs at the subconscious level, requiring minimal cognitive effort. Therefore,
activating the use of an image-schematic metaphor can be less cognitively demanding than in-
voking a typical conceptual metaphor. Our study did not explicitly incorporate fluid intelligence
as a variable; rather, we used age as a proxy. Future research should explore whether the use of
image-schematic metaphors is indeed less sensitive to differences in fluid intelligence than the use
of conventional conceptual metaphors.
Contrary to a suggestion in Jung et al. [57], this study did not find that differences in individual

experiences significantly impacted the use of image-schematic metaphors. Overall, the two age
groups with significantly different technological experience showed very high agreement in their
use of image-schematic metaphors. We only detected very limited instances when the two groups
disagreed on some of their image-schematic conception of a certain concept. For example, to com-
prehend concept “Software,” both age groups agreed to use the metaphor “Software is enablement
to its users.” But a small number of the younger participants also used “The position of Software is
up and “Software is contact” (e.g., “Software is the instructions programmed on top of hardware.”),
while some of the older participants used “The position of Software is down” (e.g., “Software is the
underlying instructions that enable the functionality to be delivered.”). It is possible that this
difference in spatial conception is related to different experiences these participants have with
Software. While the majority of metaphors are shared between two groups, a very small number
of non-sharedmetaphorsmay be influenced by other factors, such as personal experiences, domain
knowledge, or attentional focus, which are distinct from the shared sensorimotor experiences. An
intriguing avenue for future research is to examine which types of image-schematic metaphors
are solely derived from sensorimotor experiences and are capable of overriding the influence of
other factors, such as cultural convention [21, 92] or individual attentional focus [21].

Overall, the younger and older groups exhibited high consensus in their use of image-schematic
metaphors in the technology learning domain. Therefore, image-schematic metaphors could serve

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.



Do Younger and Older Adults Use the Same Image-Schematic Metaphors? 47:35

as an effective foundation for creating interactive systems that are easy to learn and use for users
of all ages.

6.2 Usage Patterns

We investigated differences in usage patterns between the two age groups on three dimensions:
types of different image-schematic metaphors they used to comprehend the target domain, preva-
lence value of image-schematic metaphors used by the two groups, and individual usage frequency
of image-schematic metaphors. No statistically significant difference was found on any of these
dimensions. The results indicate that the two groups were highly similar in terms of usage pat-
terns. However, there are still observable differences in our sample. The older group demonstrated
a slightly more uniform engagement with image-schematic metaphors compared to the younger
group. Even when an older adult used more image-schematic metaphors to comprehend the target
domain than a younger adult, they used fewer types of image-schematic metaphors, because more
agreements occurred within the older group in terms of which metaphors to use. Although our
sample shows small differences, it is likely that these differences are due to the small sample size
and could be attributed to noise.
There could be other possible explanations why older people showed a slightly more uniform

engagement with image-schematic metaphors compared to younger people. One possibility is that
the constant encoding and retrieval of image-schematic metaphors results in greater robustness
of information processing [42]. On this account, people develop a stronger, shared preference for
a certain set of image-schematic metaphors as they age, because older people have spent more
time repeatedly activating and reinforcing the image-schematic metaphors they have formed. Ad-
ditionally, older adults may have a more stable and established way of behaving, thinking, and
communicating, which could also contribute to a higher degree of uniformity in image-schematic
metaphor usage. These are interesting hypotheses that could be investigated further.

6.3 Potentials Of Image-schematic Metaphors as a Design Tool

To support the design of age-inclusive interactive systems in the context of technology learning,
this study provided a list of image-schematic metaphors shared between two age groups.We found
37 shared image-schematic metaphors, ten of them have a high prevalence value (0.61–1) among
all participants (see Table 15). Integrating image-schematic metaphors with high prevalence in the
design of interactive systems could be highly advantageous in enhancing learnability and usabil-
ity for both younger and older users. Other image-schematic metaphors with a moderate or fair
prevalence (0.21–0.60) may be used to support design decisions as alternatives or redundancies.
The set of shared image-schematic metaphors has the potential to reshape how the HCI

community perceives metaphors as a design tool. We find that the image-schematic metaphors
identified in this study effectively address the limitations of conventional interface metaphors.
In contrast to Alty et al.’s [2] concern regarding the lack of specific metaphorical mappings,
image-schematic metaphors we identified clearly and precisely demonstrate the resemblance
between a characteristic of an abstract concept (e.g., the position of a video tutorial) and an image
schema (e.g., periphery) without introducing any unnecessary mappings that might complicate
the system design. Reacting to the issues Nelson [84] raised about the tenuous resemblance
between computational concepts and real-world objects (e.g., Microsoft Bob’s representation of
user sign-in through the action of clicking on a door knocker), the set of shared image-schematic
metaphors we identified exhibit a strong resemblance between the source and target domains.
This is evidenced by these metaphors’ robustness in overriding individual differences across both
age groups, indicating their recognizability across a wide range of demographics. In response to
the concern expressed by Jung et al. [56] about the design of digital concepts being constrained by

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.



47:36 J. Li et al.

the detailed features of their physical counterparts, the source domains (e.g., collection, path)
in the image-schematic metaphors we identified are abstract enough to be instantiated in various
ways, allowing for greater flexibility in design.

In HCI design practice, shared image-schematic metaphors identified in this study has the po-
tential to benefit the design of interactive systems in the following ways. The set of shared image-
schematic metaphors can offer concrete design guidance for different elements of an interactive
system. For example, interaction techniques (e.g, Upward movement on Button is bigger), spatial
organizations (e.g., The position of Video Tutorial is periphery—Task is center), visualizations
(e.g., The form of Logic is path), and information hierarchy (e.g., Hidden Information is down).
For example, “Upward movement on Button is bigger” represents an interaction behavior where
users engage with a button and execute an upward movement within the responsive area of a
Button. This behavior is expected to result in an increase in the size of specific system elements
controlled by the Button. This overcomes a limitation of some inclusive design guidelines that of-
fer higher-level design principles and recommendations [23, 58], which may not help designers to
make lower-level design decisions.
Image-schematic metaphors related to Force may have a less direct application than other

image-schematic metaphors. However, they can be very good at helping designers to design the
relationship between two components, because Force image schemas typically represent the force
dynamic between two entities. For example, “Software is enablement to its users” can be used in
the design of smart hardware that necessities some form of software interaction (e.g., scanning the
QR code on the screen of a delivery robot enables users to unlock the compartment and get their
food orders).
Furthermore, image-schematic metaphors could be a promising method in novel interaction

design. When interacting with novel technologies, all users will be novices with limited rele-
vant prior technological knowledge to draw from. For example, users who are accustomed to
mouse-and-keyboard interactions may not find their prior technological knowledge useful while
learning to use an eye-gaze-based system. The integration of shared image-schematic metaphors
should provide a reliable source of technology-independent prior knowledge for all users to
leverage.

6.4 Recommendations on Elicitation Protocols

Among all shared image-schematic metaphors, 35% were found only in observation of behaviors
(observational ISMs), 54% were found only in spoken language (linguistic ISMs), and 11% were
found in both observation of behaviors and spoken language. For each target concept, the obser-
vational ISMs and linguistic ISMs actually complement each other rather than contradicting, as
they describe different properties or relational structures within the target concept. For example,
the observational ISM “The position of Video Tutorial is periphery” describes position and the
linguistic ISM “The form of Video Tutorial is path” describes form. We demonstrate that while
most shared image-schematic metaphors can be identified in spoken language, the integration of
a behavior observation method can result in a more comprehensive elicitation result.
Among the highly prevalent image-schematic metaphors, 50% were found only in observation

of behaviors, including “Upward movement on Button is bigger,” “The position of Manual is
center,” “The position of Video Tutorial is periphery,” “Learning is matching (with examples),”
and “Important Information is center,” 40% were found only in spoken language (linguistic
ISMs), and 10% were found in both observation of behaviors and spoken language. It is important
to note that the above observational metaphors with a high prevalence were not due to users
subjectively describing a predetermined interface design (e.g., all users referred to the Video
Tutorial as periphery, simply because it was positioned in a corner and immovable). Instead,
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they were observations of users’ behaviors when they were given the freedom of choice (e.g.,
users had the flexibility to place the Video Tutorial anywhere, and they chose to put it in the
periphery).
We demonstrate that augmenting the language elicitation protocol with a behavior observation

method was beneficial for the identification of highly prevalent image-schematic metaphors. Addi-
tionally, the image-schematicmetaphors derived from the observation of behaviors are highly valu-
able for offering tangible directions to the design of interactive systems. These image-schematic
metaphors capture spatial information that indicates how a concept and its related elements dy-
namically interact to constitute the whole system, and also provide insights into how someone
might interact with these concepts.
While it is common practice in image-schematic metaphor elicitation studies to rely solely on

spoken language as a source [49, 50, 74, 96, 102, 103], we argue that this approach has limitations, as
it may capture incomplete mental representations and overlook valuable information that is only
perceptible through observation of behaviors. Therefore, we suggest that interactive system design
projects that elicit image-schematic metaphors for inclusive design support, should incorporate
both observation of behaviors and spoken language as a combined source. This integration is
intended to produce more accurate, comprehensive, and useful mental representations, without
losing valuable spatial information stored in image-schematic metaphors that are only discernible
in people’s behaviors.

6.5 Limitations and Future Work

Our sample of older adults included only the “young-old” and did not cover the “old-old” [1]. It
is important for future studies to expand the demographics, covering the “old-old” for a more
comprehensive analysis.
In addition to age, other variables such as educational attainment and language, may impact

people’s use of image schematic metaphors. This research project aimed to explore whether there
is a substantial overlap between younger and older adults’ use of image-schematic metaphors.
Hence, we must rule out any potential effects of language and educational attainment, which
were not age-related. To do this, we recruited individuals using a Matched Sampling method
[93]. All participants were English speakers. Each older participant was matched with a younger
participant with the same educational attainment level. Younger and older participants in the
study were all highly educated, with the majority holding a postgraduate degree and the remain-
der an undergraduate degree. Word production and other cognitive functions may be influenced
by the participants’ levels of educational attainment. As such, replication of this project among
participants with varying educational levels would be desirable.
Prior research has challenged the universality of image-schematic metaphors across different

cultures and languages. For instance, Casasanto et al.’s [18] corpus search results show that in
English and Indonesian, the “time on a line” metaphor (e.g., long time) was significantly more
frequently used than the “time in a bottle” (e.g., much time) metaphor; while in Greek and Span-
ish, the “time in a bottle” metaphor (e.g., much time) was more frequently used. Our study was
conducted with English speakers only, so the shared image-schematic metaphors revealed in this
study may lose some of their universality if applied in other cultures or languages. Replication of
this project with participants across different cultures would be desirable, but we note that prior
research demonstrates that the majority of metaphors are common across languages [62, 85].

We conducted Study 2 with 12 younger and 12 older participants. Rather than continuously
evaluating the adequacy of the sample size throughout the study using the concept of saturation
[32], we determined our sample size prior to data collection according to sample size recom-
mendations proposed by researchers who operationalized saturation in the context of cultural
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consensus studies [7, 91] and interview studies that adopt non-probabilistic sampling methods
[35]. We made this decision, because the conventional saturation criterion that compares every
new observation to the previous analysis and only stops adding new participants till no new
information or themes are observed could be extremely effortful due to the significant workload
associated with image-schematic metaphor elicitation and matched sampling. Additionally, this
work is investigating the proportion of shared image-schematic metaphors among all used image-
schematic metaphors. A new participant could introduce new (non-shared) image-schematic
metaphors and meanwhile also introduce recurring (shared) image-schematic metaphors. Hence,
adding new participants might indeed continue to introduce new “information,” but might not
necessarily change the level of overlap. Moreover, the quantitative analysis in Study 2 addressed
a large number of themes coded from qualitative data with the current sample size (637 themes
in total). We believe that we have collected sufficient data to permit statistical analysis. However,
replication of this project that continuously appraises the adequacy of its sample size, strictly
following the saturation principle would be desirable.
In Section 5.3.2, we reported that a double-coding methodology was employed to test the reli-

ability of our coding. One coder independently coded the entire dataset, while another coder in-
dependently coded a representative subset, comprising 25% of the data. Ideally, the entire dataset
should be double coded by both coders. However, we expect the inter-coder agreement score com-
puted for the subset to generalize to the entire dataset. This is because the subset included 25% of
instances from each of the six image schema categories that make up the entire dataset, ensuring
a representative sample.

7 CONCLUSION

This study contributes to the growing body of work that investigates the use of image schema
theory in guiding the design of age-inclusive interactive systems. This is the first time that an
almost perfect overlap has been demonstrated between the younger and older groups in terms of
the image-schematic metaphors they use in their spoken language and interaction behaviors, de-
spite the differences in prior technological knowledge between the two groups. The results suggest
that using image-schematic metaphors as a foundation can be a valuable strategy when designing
novel and age-inclusive interactive systems.
To support future design of age-inclusive interactive systems, this work has provided a set of 37

universal image-schematic metaphors in the domain of technology learning. A promising avenue
of future work is to apply this set of universal image-schematic metaphors to guide system design
in the domain of technology learning, and evaluate user performances across age groups. For
instance, the authors’ next step would be to use these universal metaphors to enhance the design of
Mixed Reality interactions, and explore how the integration of these metaphors impacts how users
of different ages learn and use this novel interaction technique. This is the first research targeting
a comprehensive identification of universal image-schematic metaphors that could function as
inclusive design guidelines in the technology learning domain.We believe the enhanced elicitation
protocol presented in this work is transferable to different application areas. This could enable
the identification of universal image-schematic metaphors, providing inclusive design support for
interactive systems in a wide array of contexts beyond just technology learning.
Given the strong correspondence observed across age groups in this study, the proposed

image-schematic metaphor approach appears well-suited to promoting the adoption of new
interactive systems among both younger and older users and reducing the digital divide. In
particular, when more novel interaction techniques emerge, image-schematic metaphors can be
a promising alternative to obtain age-independent user inputs that are meanwhile unbiased and
unconstrained by knowledge of existing interaction paradigms.
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A APPENDIX

A.1 Interview Questions in Study 1

This interview aims to understand your experience of using the following four types of interactive
systems:

A.1.1 Category 1: Integrated Products (e.g., Smart Thermostats, Smart Speakers).

(1) In the category of home smart interactive products, which product do you think is particu-
larly easy to learn and use?

(2) What do you usually use the above-mentioned product for?
(3) Please describe the process of using this product to complete a task.
(4) Is there any smart home product that you find particularly difficult to use and encounter

many obstacles when you use it for the first time?
(5) What kind of difficulties did you encounter when using that product? Can you give a specific

example?
(6) Were you able to come up with a solution at that time? If yes, how did you solve it?

A.1.2 Public Devices (e.g., Bank ATMs, Ticketing Machines).

(1) In the category of public devices, which product do you think is particularly easy to learn
and use?

(2) What do you usually use the above-mentioned device for?
(3) Please describe the process of using this device to complete a task.
(4) Is there any public device that you find particularly difficult to use and encounter many

obstacles when you use it for the first time?
(5) What kind of difficulties did you encounter when using that device? Can you give a specific

example?
(6) Were you able to come up with a solution at that time? If yes, how did you solve it?

A.1.3 Category 3: Mobile Applications (e.g., Teams App, Slack App).

(1) In the category of moblie applications, which application do you think is particularly easy
to learn and use?

(2) What do you usually use the above-mentioned product for?
(3) Please describe the process of using this system to complete a task.
(4) Is there any mobile application that you find particularly difficult to use and encounter many

obstacles when you use it for the first time?
(5) What kind of difficulties did you encounter when using that product? Can you give a specific

example?
(6) Were you able to come up with a solution at that time? If yes, how did you solve it?

A.1.4 Category 4: Desktop Applications (e.g., Solidworks).

(1) In the category of computer software, which application do you think is particularly easy to
learn and use?

(2) What do you usually use the above-mentioned application for?
(3) Please describe the process of using this product to complete a task.
(4) Is there any application that you find particularly difficult to use and encounter many obsta-

cles when you use it for the first time?
(5) What kind of difficulties did you encounter when using that application? Can you give a

specific example?
(6) Were you able to come up with a solution at that time? If yes, how did you solve it?
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Wehave discussed your experience and obstacles you encountered in using these four categories
of electronic interactive products. Next, we will discuss the following questions:

(1) Among the four types of interactive systems, which type in general do you think is the
easiest to learn and use? Why?

(2) Among the four types interactive systems, which type in general do you think is the most
difficult to learn and use? Why?

(3) When encountering obstacles in the use of these interactive systems, what methods do you
usually take to solve these obstacles? Please give an example of the three methods you usu-
ally use and rank these methods based on your preference.

REFERENCES

[1] Mohamed Abdel-Ghany and Deanna L. Sharpe. 1997. Consumption patterns among the young-old and old-old. J.

Consum. Affairs 31, 1 (1997), 90–112.

[2] James L. Alty, Roger P. Knott, Ben Anderson, and Michael Smyth. 2000. A framework for engineering metaphor at

the user interface. Interact. Comput. 13, 2 (2000), 301–322.

[3] Alissa N. Antle, Greg Corness, Saskia Bakker, Milena Droumeva, Elise van den Hoven, and Allen Bevans. 2009.

Designing to support reasoned imagination through embodied metaphor. In Proceedings of the 7th ACM Conference

on Creativity and Cognition. ACM, 275–284.

[4] Alissa N. Antle, Milena Droumeva, and Greg Corness. 2008. Playing with the sound maker: Do embodied metaphors

help children learn? In Proceedings of the 7th International Conference on Interaction Design and Children. ACM,

178–185.

[5] Apple Computer, Inc. 1992. Macintosh Human Interface Guidelines. Addison Wesley.

[6] Miriam E. Armstrong, McKenna Tornblad, and Keith S. Jones. 2020. The accuracy of interrater reliability estimates

found using a subset of the total data sample: A bootstrap analysis. Proc. Hum. Fact. Ergon. Soc. Annu. Meet. 64 (2020),

1377 – 1382.

[7] Scott Atran, Douglas L. Medin, and Norbert O. Ross. 2005. The cultural mind: Environmental decision making and

cultural modeling within and across populations. Psychol. Rev. 112, 4 (2005), 744.

[8] Saskia Bakker, Alissa N. Antle, and Elise Van Den Hoven. 2009. Identifying embodied metaphors in children’s sound-

action mappings. In Proceedings of the 8th International Conference on Interaction Design and Children. ACM, 140–149.

[9] Yvonne Barnard, Mike D. Bradley, Frances Hodgson, and Ashley D. Lloyd. 2013. Learning to use new technologies

by older adults: Perceived difficulties, experimentation behaviour and usability. Comput. Hum. Behav. 29, 4 (2013),

1715–1724.

[10] Alethea Blackler. 2006. Understanding human-technology interactions: The role of prior experience and age. Ph. D. Dis-

sertation. Queensland University of Technology.

[11] Alethea Blackler, Doug Mahar, and Vesna Popovic. 2010. Older adults, interface experience and cognitive decline. In

Proceedings of the 22nd Conference of the Computer-Human Interaction Special Interest Group of Australia on Computer-

Human Interaction. ACM, 172–175.

[12] Alethea Blackler, Vesna Popovic, and Doug Mahar. 2010. Investigating users’ intuitive interaction with complex

artefacts. Appl. Ergonom. 41, 1 (2010), 72–92.

[13] Alethea Blackler, Vesna Popovic, Doug Mahar, Gaurav Reddy, and Simon Lawry. 2012. Intuitive interaction and older

people. In Proceedings of the DRS International Conference: Research: Uncertainty Contradiction Value, P. Israsena,

J. Tangsantikul, and D. Durling (Eds.). Design Research Society, 560–578.

[14] Alan F. Blackwell. 2006. The reification of metaphor as a design tool. ACM Trans. Comput.-Hum. Interact. 13, 4 (dec

2006), 490–530.

[15] Walter R. Boot, Neil Charness, Sara J. Czaja, Joseph Sharit,WendyA. Rogers, Arthur D. Fisk, TracyMitzner, Chin Chin

Lee, and Sankaran Nair. 2015. Computer proficiency questionnaire: Assessing low and high computer proficient

seniors. Gerontologist 55, 3 (2015), 404–411.

[16] Mark Byrd. 1991. Adult age differences in the ability to read and remember metaphor. Edu. Gerontol.: Int. Quart. 17,

4 (1991), 297–313.

[17] Francesco Cafaro, Erin Brady, Sowmya Chandra, Ulka Patil, and Abhijeet Saxena. 2021. E Pluribus Unum: Using

conceptual metaphor theory to explore and support mixed-ability workplaces. Proc. ACM Hum.-Comput. Interact. 5,

CSCW2 (2021), 1–31.

[18] Daniel Casasanto, Lera Boroditsky, Webb Phillips, Jesse Greene, Shima Goswami, Simon Bocanegra-Thiel, Ilia

Santiago-Diaz, Olga Fotokopoulu, Ria Pita, and David Gil. 2004. How deep are effects of language on thought?

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.



Do Younger and Older Adults Use the Same Image-Schematic Metaphors? 47:41

Time estimation in speakers of English, Indonesian, Greek, and Spanish. In Proceedings of the Annual Meeting of

the Cognitive Science Society. Cognitive Science Society, 575–580.

[19] John W. Creswell and Vicki L. Plano Clark. 2007. Designing and Conducting Mixed Methods Research. Sage Publica-

tions, Thousand Oaks, CA.

[20] Sara J. Czaja, Joseph Sharit, Raymond Ownby, David L. Roth, and Sankaran Nair. 2001. Examining age differences in

performance of a complex information search and retrieval task. Psychol. Aging 16, 4 (2001), 564.

[21] Juanma De la Fuente, Julio Santiago, Antonio Román, Cristina Dumitrache, and Daniel Casasanto. 2014. When you

think about it, your past is in front of you: How culture shapes spatial conceptions of time. Psychol. Sci. 25, 9 (2014),

1682–1690.

[22] Filip Dochy, Mien Segers, and Michelle M. Buehl. 1999. The relation between assessment practices and outcomes of

studies: The case of research on prior knowledge. Rev. Edu. Res. 69, 2 (1999), 145–186.

[23] Matt Dombrowski, Peter A. Smith, Albert Manero, and John Sparkman. 2019. Designing inclusive virtual reality

experiences. In Proceedings of the 11th International Conference on Virtual, Augmented and Mixed Reality. Multimodal

Interaction (VAMR’19), Held as Part of the 21st HCI International Conference (HCII’19). Springer, Berlin, 33–43.

[24] Gilles Fauconnier andMark Turner. 2008. TheWayWe Think: Conceptual Blending and theMind’s Hidden Complexities.

Basic Books, New York, NY.

[25] Christine Faulkner. 1998. The Essence of Human-Computer Interaction. Wiley, New York, NY.

[26] Kraig Finstad. 2010. Response interpolation and scale sensitivity: Evidence against 5-point scales. J. Usabil. Studies

5, 3 (2010), 104–110.

[27] Paul M. Fitts and Richard L. Deininger. 1954. S-R compatibility: Correspondence among paired elements within

stimulus and response codes. J. Exper. Psychol. 48, 6 (1954), 483.

[28] Wilbert O. Galitz. 1997. The Essential Guide to User Interface Design. Wiley, New York, NY.

[29] Merideth Gattis. 2003. Spatial Schemas and Abstract Thought. MIT Press, Cambridge, MA.

[30] Dedre Gentner and Brian Bowdle. 2008. Metaphor as structure-mapping. Cambridge Handbook Metaphor Thought

109 (2008), 128.

[31] James J. Gibson. 1979. The Ecological Approach to Visual Perception. Houghton Mifflin, Boston, MA.

[32] Barney G. Glaser and Anselm L. Strauss. 1967. The Discovery of Grounded Theory: Strategies for Qualitative Research.

Aldine de Gruyter, New York, NY.

[33] Joseph E. Grady. 1997. Foundations of meaning: Primary metaphors and primary scenes. Ph. D. Dissertation. University

of California, Berkeley.

[34] Joseph E. Grady. 1997. Theories are buildings revisited. Cogn. Linguist. 8, 4 (1997), 267–290.

[35] Greg Guest, Arwen Bunce, and Laura Johnson. 2006. How many interviews are enough? An experiment with data

saturation and variability. Field Methods 18, 1 (2006), 59–82.

[36] Beate Hampe (Ed.). 2005. From Perception to Meaning: Image Schemas in Cognitive Linguistics. De Gruyter Mouton,

Berlin.

[37] Lynn Hasher and Rose T. Zacks. 1988. Working memory, comprehension, and aging: A review and a new view.

Psychol. Learn. Motiv. 22 (1988), 193–225.

[38] Andrew F. Hayes and Klaus Krippendorff. 2007. Answering the call for a standard reliability measure for coding data.

Commun. Methods Measures 1, 1 (2007), 77–89.

[39] Per Olof Hedvall. 2009. Towards the era of mixed reality: Accessibility meets three waves of HCI. In Proceedings of

the 5th Symposium of theWorkgroup Human-Computer Interaction and Usability Engineering of the Austrian Computer

Society (USAB’09). Springer, Berlin, 264–278.

[40] John L. Horn and Raymond B. Cattell. 1967. Age differences in fluid and crystallized intelligence. Acta Psychologica

26 (1967), 107–129.

[41] John E. Hummel and Keith J. Holyoak. 2001. a process model of human transitive inference. In Spatial Schemas and

Abstract Thought, Merideth Gattis (Ed.). MIT Press, Cambridge, MA, 279–305.

[42] Jörn Hurtienne. 2011. Image schemas and design for intuitive use: Exploring new guidance for user interface design.

Ph. D. Dissertation. Technische Universität Berlin.

[43] Jörn Hurtienne. 2017. How cognitive linguistics inspires HCI: Image schemas and image-schematic metaphors. Int.

J. Hum.–Comput. Interact. 33, 1 (2017), 1–20.

[44] Jörn Hurtienne. 2023. Image Schema—Linkage. Retrieved 27 September 2023 from https://iscat.psyergo.uni-

wuerzburg.de/imageschemas/multiplicity/linkage

[45] Jörn Hurtienne. 2023. ISCAT—BLOCKAGE. Retrieved 26 October 2023 fromhttps://iscat.psyergo.uni-wuerzburg.de/

image-schemas/force/blockage

[46] Jörn Hurtienne and Luciënne Blessing. 2007. Design for intuitive use-testing image schema theory for user interface

design. In Proceedings of the 16th International Conference on Engineering Design (ICED’07). Design Society, 829–830.

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.

https://iscat.psyergo.uni-wuerzburg.de/image schemas/multiplicity/linkage
from https://iscat.psyergo.uni-wuerzburg.de/image-schemas/force/blockage


47:42 J. Li et al.

[47] Jörn Hurtienne, Anne-Marie Horn, Pat Langdon, and P. John Clarkson. 2013. Facets of prior experience and the

effectiveness of inclusive design. Univ. Access Info. Soc. 12, 3 (2013), 297–308.

[48] Jörn Hurtienne, Stephan Huber, and Cordula Baur. 2022. Supporting user interface design with image schemas: The

ISCAT database as a research tool. In Proceedings of the CEUR Workshop (EUR-WS’22). EUR-WS.org.

[49] Jörn Hurtienne, Kerstin Klöckner, Sarah Diefenbach, Claudia Nass, and Andreas Maier. 2015. Designing with im-

age schemas: Resolving the tension between innovation, inclusion and intuitive use. Interact. Comput. 27, 3 (2015),

235–255.

[50] Jörn Hurtienne and Patrick M. Langdon. 2010. Keeping warm in winter: Image-schematic metaphors and their role

in design of central heating controls. In Proceedings of the 4th International Conference of the German Cognitive

Linguistics Association. German Cognitive Linguistics Association, Bremen, 53–54.

[51] Sam Iskandar. 2014. The metaphor interpretation test: Cognitive processes involved and age group differences in perfor-

mance. Ph. D. Dissertation. University of Windsor.

[52] Hans-Christian Jetter, Harald Reiterer, and Florian Geyer. 2014. Blended interaction: Understanding natural human–

computer interaction in post-WIMP interactive spaces. Person. Ubiq. Comput. 18 (2014), 1139–1158.

[53] Mark Johnson. 1987. The Body in the Mind. The Bodily Basis of Meaning, Reason and Imagination. Chicago University

Press, Chicago, IL.

[54] Philip N. Johnson-Laird. 1983. Mental Models: Towards a Cognitive Science of Language, Inference, and Consciousness.

Harvard University Press, Cambridge, MA.

[55] Brigitte Jordan and Austin Henderson. 1995. Interaction analysis: Foundations and practice. J. Learn. Sci. 4, 1 (1995),

39–103.

[56] Heekyoung Jung, Soojin Kim, Jenny Chan, Yanhan Li, and Yunyi Zhang. 2016. This is not a watch: Reframing the

design of wrist-worn devices. In Proceedings of International Conference on Design and Emotion. The Design and

Emotion Society, Amsterdam, 322–332.

[57] Heekyoung Jung, Heather Wiltse, Mikael Wiberg, and Erik Stolterman. 2017. Metaphors, materialities, and affor-

dances: Hybrid morphologies in the design of interactive artifacts. Design Stud. 53 (2017), 24–46.

[58] Ljilja Ruzic Kascak, Claudia B. Rébola, and Jon A. Sanford. 2014. Integrating Universal Design (UD) principles and

mobile design guidelines to improve design of mobile health applications for older adults. In Proceedings of the IEEE

International Conference on Healthcare Informatics. IEEE, Verona, VR, Italy, 343–348.

[59] Obokhai Kess Asikhia, Rossitza Setchi, Yulia Hicks, and AndrewWalters. 2015. Conceptual framework for evaluating

intuitive interaction based on image schemas. Interact. Comput. 27, 3 (2015), 287–310.

[60] Kurt Koffka. 2013. Principles of Gestalt Psychology. Routledge, Oxfordshire, UK.

[61] Wolfgang Köhler. 1967. Gestalt psychology. Psychologische Forschung 31, 1 (1967), XVIII–XXX.

[62] Zoltán Kövecses. 2005.Metaphor in Culture: Universality and Variation. Cambridge University Press, Cambridge, UK.

[63] Zoltán Kövecses. 2020. Extended Conceptual Metaphor Theory. Cambridge University Press, Cambridge, UK.

[64] George Lakoff. 1990. The invariance hypothesis: Is abstract reason based on image-schemas? Cogn. Linguist. 1, 1

(1990), 39–74.

[65] George Lakoff. 1993. The contemporary theory of metaphor. In Metaphor and Thought, Andrew Ortony (Ed.). Cam-

bridge University Press, Cambridge, UK, 202–251.

[66] George Lakoff. 2009. The Neural Theory of Metaphor. Cognitive Linguistics: Cognition, Language, Gesture, Vol. 1. De

Gruyter Mouton, Berlin, Boston.

[67] George Lakoff. 2014. Mapping the brain’s metaphor circuitry: Metaphorical thought in everyday reason. Front. Hum.

Neurosci. 8 (2014), 958.

[68] George Lakoff and Mark Johnson. 1980. Metaphors we Live by. University of Chicago Press, Chicago, IL.

[69] George Lakoff and Mark Johnson. 1999. Philosophy in the Flesh: The Embodied Mind and Its Challenge to Western

Thought. Basic Books, New York, NY.

[70] J. Richard Landis and Gary G. Koch. 1977. The measurement of observer agreement for categorical data. Biometrics

33, 1 (1977), 159–174.

[71] Patrick Langdon, Tim Lewis, and John Clarkson. 2007. The effects of prior experience on the use of consumer prod-

ucts. Univ. Access Info. Soc. 6 (2007), 179–191.

[72] Clayton Lewis. 1982. Using the “Thinking-aloud” Method in Cognitive Interface Design. IBM Thomas J. Watson Re-

search Center, New York, NY.

[73] Diana Löffler, Anne Hess, Andreas Maier, Jörn Hurtienne, and Hartmut Schmitt. 2013. Developing intuitive user

interfaces by integrating users’ mental models into requirements engineering. In Proceedings of the 27th International

BCS Human Computer Interaction Conference (HCI’13) 27. British Computer Society, London UK, 1–10.

[74] Diana Löffler, Klara Lindner, and Jörn Hurtienne. 2014. Mixing languages’ image schema inspired designs for rural

Africa. In CHI’14 Extended Abstracts on Human Factors in Computing Systems. ACM, 1999–2004.

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.



Do Younger and Older Adults Use the Same Image-Schematic Metaphors? 47:43

[75] Anna Macaranas, Alissa N. Antle, and Bernhard E. Riecke. 2015. What is intuitive interaction? Balancing users’

performance and satisfaction with natural user interfaces. Interact. Comput. 27, 3 (2015), 357–370.

[76] Kirsti Malterud, Volkert Dirk Siersma, and Ann Dorrit Guassora. 2016. Sample size in qualitative interview studies:

Guided by information power. Qual. Health Res. 26, 13 (2016), 1753–1760.

[77] Theo Mandel. 1997. The Elements of User Interface Design. Wiley, New York.

[78] Jean M. Mandler. 1992. How to build a baby: ii. Conceptual primitives. Psychol. Rev. 99, 4 (1992), 587.

[79] Jean M. Mandler. 2004. The Foundations of Mind: Origins of Conceptual Thought. Oxford University Press, Oxford, UK.

[80] JeanM.Mandler. 2005. How to build a baby: iii. Image schemas and the transition to verbal thought. In From Perception

to Meaning: Image Schemas in Cognitive Linguistics. De Gruyter Mouton, Berlin, 137–163.

[81] Wolfgang Metzger, Lothar Trans Spillmann, Steven Trans Lehar, Mimsey Trans Stromeyer, and Michael Trans

Wertheimer. 2006. Laws of Seeing. MIT Press, Cambridge, MA.

[82] Microsoft. 1995.Windows Interface Guidelines for Software Design (1st ed.). Microsoft Press.

[83] Janice M. Morse. 1991. Approaches to qualitative-quantitative methodological triangulation. Nurs. Res. 40, 2 (1991),

120–123.

[84] Ted H. Nelson. 1990. The right way to think about software design. In The Art of Human-Computer Interface Design,

Brenda Laurel (Ed.). Addison Wesley, Reading, MA, 235–243.

[85] Christoph Neumann. 2001. Is metaphor universal? Cross-language evidence from German and Japanese. InMetaphor

and Symbol. Psychology Press, Sussex, UK, 123–142.

[86] Marita A. O’Brien. 2010. Understanding human-technology interactions: The role of prior experience and age. Ph. D.

Dissertation. Georgia Institute of Technology.

[87] Office for National Statistics. 2021. Internet users, UK: 2020. Retrieved from https://www.ons.gov.uk/

businessindustryandtrade/itandinternetindustry/bulletins/internetusers/2020

[88] Mili Docampo Rama, Huib de Ridder, and Herman Bouma. 2001. Technology generation and Age in using layered

user interfaces. Gerontechnology 1 (01 2001), 25–40.

[89] Gudur Raghavendra Reddy, Alethea Blackler, Doug Mahar, and Vesna Popovic. 2010. The effects of cognitive ageing

on use of complex interfaces. In Proceedings of the 22nd Conference of the Computer-Human Interaction Special Interest

Group of Australia on Computer-Human Interaction. ACM, 180–183.

[90] Karen Renaud and Judy Van Biljon. 2008. Predicting technology acceptance and adoption by the elderly: A qualitative

study. In Proceedings of the Annual Research Conference of the South African Institute of Computer Scientists and

Information Technologists on IT Research in Developing Countries: Riding the Wave of Technology. ACM, 210–219.

[91] A. Kimball Romney, Susan C. Weller, and William H. Batchelder. 1986. Culture as consensus: A theory of culture and

informant accuracy. Amer. Anthropol. 88, 2 (1986), 313–338.

[92] Annelie Rothe-Wulf, Sieghard Beller, and Andrea Bender. 2015. Temporal frames of reference in three Germanic

languages: Individual consistency, interindividual consensus, and cross-linguistic variability. Quart. J. Exper. Psychol.

68, 5 (2015), 917–939.

[93] Donald B. Rubin. 1979. Using multivariate matched sampling and regression adjustment to control bias in observa-

tional studies. J. Amer. Statist. Assoc. 74, 366a (1979), 318–328.

[94] Jeff Sauro and Joseph S. Dumas. 2009. Comparison of three one-question, post-task usability questionnaires. In Pro-

ceedings of the SIGCHI Conference on Human Factors in Computing Systems. ACM, 1599–1608.

[95] Milka Trajkova and Aqueasha Martin-Hammond. 2020. “Alexa is a Toy”: Exploring older adults’ reasons for using,

limiting, and abandoning echo. In Proceedings of the CHI Conference on Human Factors in Computing Systems. ACM,

1–13.

[96] Robert Tscharn. 2018. Innovative and age-inclusive interaction design with image-schematic metaphors. Ph. D. Disser-

tation. Bayerische Julius-Maximilians-Universitaet Wuerzburg (Germany).

[97] UNHCR. 2020. Older Persons. Retrieved from https://emergency.unhcr.org/protection/persons-risk/older-persons

[98] Kurt VanLehn. 1996. Cognitive skill acquisition. Annu. Rev. Psychol. 47, 1 (1996), 513–539.

[99] Sigrid N. W. Vorrink, Angelo MGEF Antonietti, Helianthe S. M. Kort, Thierry Troosters, Pieter Zanen, and Jan-

Willem J. Lammers. 2017. Technology use by older adults in the Netherlands and its associations with demographics

and health outcomes. Assist. Technol. 29, 4 (2017), 188–196.

[100] Stella Vosniadou, Andrew Ortony, Ralph E. Reynolds, and Paul T. Wilson. 1984. Sources of difficulty in the young

child’s understanding of metaphorical language. Child Dev. 55, 4 (1984), 1588–1606.

[101] Max Wertheimer. 1938. Laws of Organization in Perceptual Forms. Kegan Paul, Trench, Trubner & Company, London.

[102] Katie Wilkie, Simon Holland, and Paul Mulholland. 2010. What can the language of musicians tell us about music

interaction design? Comput. Music J. 34, 4 (2010), 34–48.

[103] ArminWinkler, Kristian Baumann, Stephan Huber, Robert Tscharn, and Jörn Hurtienne. 2016. Evaluation of an appli-

cation based on conceptual metaphors for social interaction between vehicles. In Proceedings of the ACM Conference

on Designing Interactive Systems. ACM, 1148–1159.

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.

https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/internetusers/2020
https://emergency.unhcr.org/protection/persons-risk/older-persons


47:44 J. Li et al.

[104] Ellen Winner. 1997. The Point of Words: Children’s Understanding of Metaphor and Irony. Harvard University Press,

Cambridge, MA.

[105] World Health Organization. 2022. Ageing and Health. Retrieved from https://www.who.int/news-room/fact-sheets/

detail/ageing-and-health

[106] Martina Ziefle and Susanne Bay. 2004. Mental models of a cellular phone menu. Comparing older and younger

novice users. In Proceedings of the International Conference on Mobile Human-Computer Interaction. Association for

Computing Machinery, Glasgow, UK, 25–37.

Received 4 July 2023; revised 10 November 2023; accepted 16 December 2023

ACM Trans. Comput.-Hum. Interact., Vol. 31, No. 4, Article 47. Publication date: September 2024.

https://www.who.int/news-room/fact-sheets/detail/ageing-and-health

