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Gaze interaction enables users to communicate through eye tracking, and is often the only channel of
effective and efficient communication for individuals with severe motor disabilities. While there has been
significant research and development of eye typing systems, in the context of augmentative and alternative
communication (AAC), there is no comprehensive review that integrates the key findings from the variety of
aspects that constitute the complex landscape of gaze communication. This paper presents a detailed review
and characterization of the literature and aims to consolidate the disparate efforts to provide eye typing
solutions for AAC users. We provide a systematic understanding of the components and functionalities that
underpin eye typing solutions, and analyze the interplay of the different facets and their role in shaping
the user-experience, accessibility, performance, and overall effectiveness of eye typing technology. We also
identify the major challenges and highlight several areas that require further research attention.
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1 INTRODUCTION
Text entry is integral in people’s lives and even more so when an individual is completely reliant
on such a method for communication. Nonspeaking individuals with motor disabilities rely on
augmentative and alternative communication (AAC) methods to communicate with their speaking
partners. For some users, such AAC devices take the form of eye tracking devices that allow users
to type on a keyboard by their gaze. This process is generally called eye typing.
It is extremely challenging to design an effective and efficient eye typing system that allows

AAC users to achieve their goals. As a result, eye typing has been researched for many years and a
review of eye typing called “Twenty years of eye typing: systems and design issues” [67] is now
approximately 20 years old. Given the tremendous amount of research since then, and the fact that
the research tends to focus on improvements to isolated aspects or specific functional components
of an eye typing system, it is timely to review the state-of-the-art and understand current challenges
and gaps.
In this paper, we systematically review and characterize the current literature on eye typing.

This allows us to paint a picture of the current eye typing technology landscape and highlight
challenges and gaps that still require research attention. The foundation of this review is an insight
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that emerged carrying out this work—successful eye typing requires a systems perspective, enabling
designers and researchers to think holistically about not only an isolated aspect or individual
component of an overall eye typing system but to consider an eye typing system in its entirety,
including the needs and preferences of individual AAC users and their speaking partners, their
strategies for appropriating the technology, and the unique design opportunities the collective
insights accumulated in the field give rise to.

2 METHODOLOGY
2.1 Search Strategy and Study Criteria
In order to assemble a preliminary set of the literature for review, an initial Scopus search was
conducted with the following query:
( TITLE-ABS-KEY ( eye AND typing ) OR TITLE-ABS-KEY ( gaze AND communication ) AND

TITLE-ABS-KEY ( augmentative AND alternative AND communication ) OR TITLE-ABS-KEY (
disabilities ) )
In Scopus search syntax, TITLE-ABS-KEY refers to the title, abstract and keywords and the

logical operators OR and AND were used to narrow down search results. The combination of
these search criteria in this query aimed to retrieve documents that are related to eye typing, gaze
communication, augmentative and alternative communication, and disabilities. The results were
also limited to documents in English. This query returned 358 results on 14th August 2023. The titles
and abstracts, and in some cases the full-text, were then reviewed for relevancy. 109 documents of
the 358 were found to be relevant to the use of eye typing for AAC users. We then expanded our
coverage by carrying out a second Scopus search with the query:

( TITLE-ABS-KEY ( eye AND typing ) OR TITLE-ABS-KEY ( gaze AND typing ) OR TITLE-ABS-
KEY ( gaze AND communication ) )

This was done to ensure that papers which focused on the design and development of eye typing
systems and performance were not excluded if they did not specifically mention the potential
application of this technology for AAC users. This query returned 4705 results, out of which 245
were found to be relevant after a manual review. Combining the results of the two search queries
and removing the duplicates resulted in a total of 286 documents. The full-texts were then studied
and further assessed for eligibility, and 119 documents were included in this review.
While there is a diversity of technology and methods in the field of eye typing, in this review

we have excluded papers focusing on Augmented Reality (AR) and Virtual Reality (VR) as well as
electrooculography (EOG) or electroencephalogram (EEG) based eye typing methods. The primary
objective of this review is to provide an in-depth examination of conventional eye typing methods,
specifically those involving eye trackers and on-screen keyboards as the primary means of text or
command input. While these alternative methods and technologies are valid and valuable, they
represent specific technological approaches that differ from the eye typing methods we are primarily
exploring and may have distinct applications, challenges and user groups. Therefore our selection
criteria prioritise papers that directly align with our research objectives in order to provide a
comprehensive and in-depth overview of this particular area. However, we acknowledge that these
technologies present intriguing avenues for future research and exploration in the broader field of
assistive technologies and AAC. Researchers and practitioners interested in EOG, EEG, AR, or VR
may find value in dedicated literature reviews focusing on those technologies.

2.2 Data Extraction and Analysis
We first organised all qualifying literature into a spreadsheet by metadata (publication type, date,
authors, keywords etc.) and relevant extracted information such as research questions, participant

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ETRA, Article 222. Publication date: May 2024.



40 Years of Eye Typing: Challenges, Gaps, and Emergent Strategies 222:3

characteristics, research methods, key findings and future research areas. We then conducted an
iterative thematic analysis by assigning codes to each paper and clustering them through affinity
diagramming using Miro, an online visual collaboration tool. This process was multi-categorical,
since each paper could be assigned multiple codes and therefore be relevant to multiple sub-
categories. This was because we were interested in understanding and analysing the range and
nature of research in terms of technological design and development as well as research and
evaluation methods.

2.3 Key Metrics
Text entry rate is commonly measured in words per minute (WPM), where a word is defined
as five characters, including space and punctuation. Some studies report characters per minute
(CPM) or characters per second (CPS). When we report these metrics they are only provided for
indicative purposes as a direct comparison of these quantitative measures is not possible due to the
variability in participant characteristics, experimental set up, procedures, and so on. We return to
this discussion of variability and heterogeneity of AAC research later in this paper.

The accuracy of eye typing systems is measured using both uncorrected error rates and corrected
error rates, where the former is typically measured as the minimum number of character-level
insertions, deletions, and substitutions necessary to transform a response text into a stimulus text,
divided by the number of characters in the stimulus text.

3 THE EYE TYPING TECHNOLOGY LANDSCAPE
Successful eye typing relies on a system capable of realizing its key functions: eye tracking, gaze
estimation, selection methods, keyboard layout and interface design, feedback mechanisms, and
issues of language. The aim of this section is to shed light on the intricate interplay of these key
functions by explaining their roles and research efforts directed towards them.

3.1 Eye Tracking Technology and Gaze Estimation
Eye tracking technology is a foundational aspect of any eye typing system. Previously, low-tech
solutions, such as communication boards, were the only option for enabling communication through
gaze for people with motor disabilities. Eye-gaze transfer (e-tran) boards, for example, typically have
clusters of letters printed on a transparent plastic board. The board is held up by the communication
partner who closely observes the gaze pattern of the AAC user in order to determine what they are
trying to convey. The AAC user selects each letter through two eye gestures, one to indicate which
cluster of letters contains the target letter, and a second to indicate its position within the group.
While such low-tech solutions have been vital in offering a communication option to AAC users,
they have several limitations: (1) they result in a low communication bandwidth as users often have
to make multiple eye gestures to select a single letter, which can take between 8–12 seconds [94];
(2) they impose a high cognitive load on communication partners, who have to remember which
characters have been selected and infer the user’s intended words; (3) they do not enable the user
to indicate or correct errors; and (4) their design relies on an interpreter and thus limits the privacy
and autonomy of the AAC user [8, 107].

High-tech solutions relying on eye tracking technology can counter several of these limitations.
The fundamental objective of eye tracking with respect to eye typing systems is to monitor and
record the movement and position of the user’s gaze in order to bridge the gap between their
intent and their desired actions, such as typing text or controlling the interface. Conventional eye
typing setups typically rely on remote eye tracking systems which enable the users to interact
with an on-screen keyboard without any physical contact with the eye tracking device. While
many commercial gaze communication systems use wearable or head-mounted eye trackers, such

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ETRA, Article 222. Publication date: May 2024.



222:4 Aleesha Hamid & Per Ola Kristensson

solutions are often bulky and heavy and therefore unsuitable for prolonged use as required by
people with motor disabilities, and they also restrict their ability to make eye contact or observe
the environment around them. Other methods such as electrooculography (EOG) have also been
used to track eye movements. It is an obtrusive method as it requires electrodes to be mounted
to the user’s temples which can lead to discomfort and is thus not practical for extended usage.
Brain-computer interfaces (BCIs) that leverage electroencephalogram (EEG) signals have also been
used for gaze detection. However, such systems are quite complex, require extensive setups and
are often very sensitive to noise, which leads to a lower accuracy and difficulties in utilizing such
systems outside controlled environments. While we acknowledge the diversity of methods related
to eye tracking, we limit the scope of this review to conventional eye typing systems, specifically
those relying on remote eye tracking and on-screen keyboards.
Most commercial eye typing systems use infrared (IR) based eye trackers, as this approach

provides a high degree of accuracy. However, these systems tend to be expensive, since this
technique requires a high resolution camera and specialised hardware. Moreover, IR based eye
trackers are limited to certain environments as they do not work well outdoors or in daylight or
under other conditions that interfere with infrared light.
Recently, these drawbacks have given rise to an interest in developing low-cost eye tracking

systems that can be used in a range of lighting conditions and environments and in a wider range
of devices. Researchers have developed eye typing systems that use ordinary cameras or webcams
for eye tracking. Since these systems use visible light instead of infrared light and usually have a
lower resolution than commercial eye tracking cameras, the accuracy of this method is generally
lower compared to IR based eye trackers [107].

The accuracy of the eye tracking system refers to the offset between the gaze point estimated by
the system and the point where the user is actually looking. When this offset is large it becomes
difficult to hit very small targets. Most eye tracking systems typically report the spatial resolution of
their systems as being between 0.5 and 1 degree visual angle, which is sufficient to hit targets larger
than 20×20 pixels at a distance of 50 cm [28]. However, several interactive elements in standard user
interfaces tend to be smaller than that. Thus the use of zoom functions and multi-stage selection
has been explored as a way to provide access to smaller targets [92], and several applications
have been specifically designed to support inaccurate gaze input. For example, GazeTalk [3] uses
very large screen buttons, and StarGazer [27] augments the selection method with continuous
zoom. San Agustin et al. [86] carried out an evaluation of a low-cost gaze tracking system based
on a webcam with built-in infrared light mounted close to the user’s eye with the GazeTalk and
StarGazer applications, which showed that participants were able to achieve an entry rate of
6.56 WPM, comparable with the 6.26 WPM entry rate achievable with a commercial gaze tracking
system [29]. This suggests that such a webcam-based setup can effectively be used to interact
with interfaces that have large targets, as the noise tolerance reduces the difference between the
performance of different eye trackers. A study that used deliberate miscalibration to understand
the threshold of tracking errors found that the GazeTalk and Dasher [100] interfaces were robust
to eye tracking accuracy [36]. A study evaluating the accuracy and precision of gaze tracking
using a standard video camera reported an average accuracy with sufficient spatial resolution for
interaction with applications that have a high tolerance to noise, or with interfaces that can provide
zoom functionality as part of the selection [28].
Emerging technologies and algorithms have also made it possible to narrow the performance

gap between both types of eye trackers by enabling alternative methods of gaze estimation. The
most popular approaches for gaze estimation are 3D model-based or feature-based methods that
extract local features of the eye such as the pupil, eye corners etc. However, these approaches
require highly accurate feature detection and are prone to errors. Appearance-based methods are
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gaining popularity, as they make use of the whole image content of the eyes without explicit local
feature extraction. Additionally, they are not based on known parameters of feature extraction,
setup and lighting conditions and are therefore more flexible.
Prior work has studied the feasibility of developing an eye typing system using a standard

webcam [59] and found an appearance-based method potentially sufficient. Accuracy may be
improved by using information on the user’s eye movement history [2], which resulted in 16.2 CPS,
comparable to a conventional infrared eye-gaze input system [29].

Recent systems have explored deep learning algorithms to improve the accuracy of gaze estima-
tion [54]. Such an approach enabled the design of a text entry method that circumvents the need to
estimate gaze angles directly by dividing the gaze into nine directions [106].
Despite these and other efforts, accuracy remains a challenge to be addressed in all gaze based

systems, and across all different eye tracking technologies. The lack of accuracy stems not only
from hardware limitations but also from biological characteristics of the eye itself— miniature
eye movements such as tremors, drifts and microsaccades mean that the eye is rarely absolutely
still [22] and this problem is exacerbated for AAC users that tend to have even less gaze control and
may exhibit more involuntary movements. Therefore, calibration, which is the process of aligning
the system’s gaze estimates with the user’s actual gaze, is an extremely important part of using
eye typing systems. Most eye trackers, IR-based or webcam-based, require calibration before use,
which can be time consuming and inconvenient. Further, even with explicit user calibration, eye
trackers are still prone to fluctuating accuracy and drift during use, and the systems often require
multiple recalibrations [24].

Several approaches have been devised to tackle the issue of extensive calibration. One way is to
carry out online calibration of model-based eye trackers to improve the sensitivity of the system
towards head movement [76]. Another system is EyeAssist [42], which relies on extracted fixation
data only in conjunction with signal processing filters and a unique one-time calibration that is
subject and session independent. Yet another approach is the use of pursuit-based interfaces for
eye typing [98]. In such systems, the user follows a moving target with their gaze in order to
make a selection. Since the action is activated based on the fitting of the relative motion trajectory
instead of fixed gaze coordinates on the interface, these systems can be operated without a personal
calibration and can therefore overcome issues related to low accuracy of gaze data. Several such
pursuit-based text entry systems have been developed, including SMOOVS [61], yielding 2.9 to
3.4 WPM, which was later improved in terms of its entry rate by using word prediction, yielding 4.5
WPM [103]. A later study [102] reported 4.7 WPM. Further variants of pursuit-based text entry
have been explored, such as a redesign of SMOOVS [1], EyeTell [6], and SPEye [79]. All report
comparable entry rates of 3.41 WPM, 1.27 WPM and 1.15 WPM respectively.

A final aspect to consider in this subsection is that most of the eye typing systems and eye tracking
technologies require two-dimensional gaze motion. For certain AAC users, such as those with
Locked-In Syndrome (LIS), this is often not possible. Cross et al. [17] designed a one-dimensional
interface relying on vertical eye movements alone. Non-disabled participants had an entry rate of
4.7 WPM without prediction, and 11.36 WPM with prediction.

3.2 Selection Methods
Selection is a particularly challenging aspect of gaze-based communication because eyes are
primarily sensory organs that are, in this case, also being used for control. One of the fundamental
issues in eye typing is that the system must be able to accurately determine whether the user is
looking at a specific region to sample sensory information or to activate the key selection. This is
often referred to as the Midas touch problem [37]. Traditional eye typing tackles this conundrum
by using a dwell timeout: the user must fixate on a desired key for a certain duration in order
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to ensure the system knows the user intended to select that specific key. We call this approach
dwell-based eye typing.

3.2.1 Dwell-based Eye Typing. While dwell-based eye typing is the most common method for
selection, as it is relatively simple to design and implement, the performance is bounded by the
dwell timeout duration. As a result, the average typing speed with dwell-based systems is around
5–10 WPM [63]. Reducing dwell times gives rise to a speed-accuracy trade-off: a longer dwell time
prevents false selections while a shorter dwell time increases entry rate, but at the cost of more
false selections. Dwell times can be straining for the user and result in eye fatigue, as its use forces
the eyes to fixate on targets, ignoring the fact that the eyes are primarily sensory organs and not
control organs [104]. In addition, dwell times make the act of entering each individual letter or
character a high level task in itself, which can disrupt the flow of text entry and is counter-intuitive
for users, as writing typically involves transmitting thoughts which are formed as words, sentences
and phrases [48].
A longitudinal study investigating the effect of allowing users to adjust the dwell duration

found that the average self-selected dwell time of the participants decreased over the course of the
sessions, and the text entry rate significantly increased [63]. The participants were able to achieve
19.9 WPM, which is the fastest entry rate reported for a dwell-based eye typing system. The reason
for the fast entry rates was the eventual low dwell time that participants were ultimately able to
use. Further research later found that it is likely that the dwell time itself is the primary limiting
factor towards faster entry rates [82].
Much research has thus focused on exploring mechanisms for mitigating the impact of dwell

time. One approach is to adjust the dwell time according to the exit time, which is defined as the
time interval between the moment a key is selected and the moment the gaze leaves that key [93].
Another approach is to dynamically adjust the dwell time of each key based on the likelihood that it
will be selected next, and its position relative to other likely keys [70]. An evaluation demonstrated
that this approach could increase entry rate by 16.67% while maintaining error rate [70]. Another
variant of dynamically adjusting dwell time using a probabilistic method increased entry rate at
no cost in error rate for both able-bodied users and users with spinal cord injuries [75]. Another
variant adjusts dwell times by pupil size [99], as pupil dilation occurs when users are making a
decision and shortly after as well, as a reflection of post-decisional consolidation of the selected
outcome [91]. Currently, the practical efficacy of this approach is unclear as pupil size is sensitive to
factors that may be difficult to control outside an experimental situation [99]. Finally, it is possible
to adjust dwell time by adapting dwell times based on entry rate, allowing the system to potentially
adapt dwell times to situations when the user is effective or tired [73].

3.2.2 Dwell-free Eye Typing. Dwell-free eye typing has been proposed as a promising alternative
to traditional dwell-based typing. In dwell-free eye typing, the user writes by looking at each
desired letter in sequence and the system then automatically decodes the continuous eye trace
and converts it into the intended text [50]. Given that this approach eliminates the need for dwell
timeouts through the use of statistical decoding, it has the potential to be much faster than dwell-
based alternatives and this performance potential was experimentally demonstrated through a
human performance estimate of 46 WPM using a simulated ‘perfect’ decoder [50]. A few years
later this system design was implemented and released as a commercial system through Tobii-
Dynavox [51, 52] and later studied in a deployment study with six users with motor disabilities [48].
This system works similar to a speech recognition system in that it translates observations of gaze
points into hypotheses of the intended words using a statistical decoder. It allows the system to
both filter out unwanted letter selections and generate words even though not all letters of a word
have been explicitly indicated by the user. The user can write a single word, several words, or
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sentences as the system does not operate on the word level. When the user gazes at the text area
the system presents the decoded text to the user [51, 52].

Several variants of dwell-free eye typing have been proposed in the literature. Filteryedping [74]
uses a letter-level filtering approach to filter out unwanted selected letters. Able-bodied participants
achieved 15.95 WPM, while participants with disabilities achieved 7.60 WPM. Compared to a
dwell-based baseline, it was on average 37% faster and led to fewer errors. A limitation is that it
cannot insert missing letters. GazeTry [60] is a variant of a dwell-free system that relies on the
MovingWindow StringMatching algorithm in order to handle missing-letter errors. Another similar
approach acknowledges the need for a system to be robust to all common text-entry errors and uses
the LCSMapping algorithm [58] to improve performance. EyeSwipe [55] uses word gestures like
gesture typing [53, 105] in combination with a reverse crossing technique to allow dwell-free input
at the word level. Able-bodied participants had an entry rate of 11.7 WPM. Swipe&Switch [56]
switches between different regions to delimit word gestures, thus indicating the start or end of a
word and enabling text editing commands. Results indicate a higher text entry rate when compared
to EyeSwipe. GlanceWriter [18] is designed to circumvent the need for extra operations to mark
the start and end of a word, which is a common issue among word-based dwell-free systems. This
system probabilistically determines the intended letters and uses gaze dynamics to infer the starting
and ending characters. The performance of this system increased from 6.49 WPM to 10.89 WPM
compared to EyeSwipe and reduced errors.
Sarcar et al. [88] proposed EyeK, which enables dwell-free typing on a keyboard by inferring

character selection through a particular interaction gesture whereby the user must look within the
border of their desired key, then outside it, and then back inside it. With this approach, users were
able to reach text entry rates up to 8.8 WPM.
Wobbrock et al. [101] created EyeWrite, a system that allows users to enter text through gaze

gestures among the four corners of an on screen square, and Isokoski [34] proposed a method
based on the Minimal Device Independent Test Input Method (MDITIM) stroke alphabet, where
users gaze at off-screen targets placed at the edge of the screen. This particular approach was
designed to mitigate false selections as a result of the Midas Touch problem, while also helping to
conserve the display area required by the keyboard. Eye gestures were also utilized in the Eye-S [80]
system, in which letters are drawn through sequences of fixations on specific parts of the screen
called hotspots. Morimoto and Amir [69] introduced the concept of context-switching, through
the duplication of keyboard. pEYEwrite [95] is a hierarchical pie menu system that allows users to
enter text by gazing at regions of the menu that contain their intended letter.
Saccadic latency, a 200–250 ms duration that precedes the initiation of a saccade has also been

explored as a mechanism for selection [45]. After the user triggers a fixation, the system works
backwards and locates the point of fixation during saccadic latency, meaning the intended character
is the one that the user was looking at right before the saccade. An initial study indicates an average
typing speed of 27.1 characters per minute (CPM) for able-bodied users.

It has been observed that somemore efficient systemsmay require a dedicated training period [78]
or may increase cognitive load to maintain a high text entry rate [31]. The possibility of combining
dwell-free and dwell-based approaches has been explored through a multi-selection technique [5]
whereby the user is only required to fixate on the first and last letter of each word. A comparison
of this technique with a dwell-based system showed that novices were able to achieve 63% faster
text entry rates, without any influence on the error rate.

3.3 Keyboard Layout and Interface Design
Both the QWERTY and the alphabetical keyboard layouts are affected by the centrality bias,
which means keys located in the center of the display have an increased susceptibility to accidental
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selection. This occurs as a result of the natural tendency to look towards the center of the screen [10].
As a way of mitigating this issue, some eye typing systems use circular keyboard layouts so that all
the keys are equidistant from the central fixation point, and therefore equally easy to access and
select. Familiarity with keyboard shape and the presence of feedback significantly influence user
performance [77].

Eyeboard [73] is a gaze based text entry system where letters are arranged in two zones, with the
central zone containing themost frequently occurring letters and characters in order to reduce visual
search time. It yielded 8.25 WPM in a study, and comparison with existing interfaces. pEYEs [33] is
a dwell-free text entry system where letters are grouped into sectors of a pie and letter are selected
by first selecting a letter group and thereafter an intended letter. The keys can also use a hexagonal
arrangement of clusters and tiles [1] [61]. Another variant of two-stage selection is to manage
selection access through a tree structure and arrange letter keys around a rectangular text output
area [16]. Yet another variant is SliceType [9] which does not rely on hierarchical selection but
instead uses word prediction to merge and reallocate space to the letter keys that are likely to be
selected. The two-stage selection text entry method Side Keyboard [30] places triangular keys to the
left and right sides of the text box, with the left side keys being letter groups which, upon selection,
trigger the opening of the right panel that contains the letters from the group as individual keys.
This design makes it possible for the user to correct errors without having to select a separate key
to go back to the previous selection stage. Systems such as Dasher [100] and StarGazer [27] use
dynamic interfaces to facilitate their dwell-free selection mechanisms and are therefore also able to
overcome space limitations on the screen and manage a noisy eye tracking signal. GazeTalk [29]
overcomes the limitations of inaccurate gaze data by only having 12 active buttons on the display,
enabling possible use with low-resolution hardware.

Another interface challenge is word and phrase prediction, which may force the user to frequently
shift their gaze from the keyboard to a list of suggestions, thereby possibly reducing efficiency and
increasing cognitive load [62]. This observation can motivate designs which allow the user an easy
way to navigate back and forth among predictions [68]. However, Sengupta et al. [90] found that
bringing the suggestions closer to the visual attention of the user did not have a significant impact
on text entry performance. AVIN [108] is a dwell based eye typing notepad application designed
with a three-layer layout, organized as two rings surrounding a central text box. The outer ring
contains the letters of the alphabet, arranged in alphabetical order, and the inner ring displays
a continuously updated set of word suggestions. Finally, a study has shown that it is possible to
significantly reduce AAC users’ selection times by presenting screen elements at users’ preferred
locations of the display [38].

3.4 Feedback Mechanisms
AugKey [20] improves visual throughput in eye typing systems by augmenting keys with a prefix to
allow continuous text inspection and hence faster error detection. This design also uses augmented
suffixes to show the three most probable words that will appear in the word prediction list if the
focused letter is selected, thereby helping the user to decide if the next selection will be another
key or if they will switch their gaze to the word list. Experimental results comparing AugKey to
dwell-based keyboards without augmented feedback, with and without prediction, showed that it
improved text-entry rates in both conditions.
In a hybrid interface combining dwell time and pursuit movement [102] as well as in solely

dwell-based systems [66], the highest text-entry rate was achieved for a combination of visual
and auditory feedback, as compared to other conditions such as just visual feedback, just auditory
feedback, or no feedback. Interestingly, this finding is only partially applicable when considering
dwell-based systems with short dwell times [64]. In this case, spoken feedback results in slower
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text entry rates and more errors due to spoken feedback varying in duration depending on the
selected letter, disrupting the typing rhythm. However, vibrotactile feedback can produce results
close to that of auditory feedback for dwell-based eye typing [65].

However, in eye typing systems that use gaze gestures or pursuit based interfaces, the different
feedback modalities such as visual, haptic or auditory were comparable in terms of task completion
time, error rate and user experience [40, 44]. One study also indicates that the keyboard layout
may affect the efficacy of visual feedback [77].
Different variations and placements of visual feedback have also been studied to understand

the role of feedback in mitigating specific usability issues, such as how a system responds to gaze
aversion [25]. Another use of feedback exploits phenomena known as the gap effect and overlap
condition [19]. The gap effect consists of a reduction in the mean saccadic latency when the visual
stimulus at the current fixation point is removed before the presentation of a second stimulus at
a different location. Conversely, if the first visual stimulus is maintained even after the second
stimulus is presented, the mean latency increases. A possible explanation for this gap-overlap
effect is that the disappearance of the first stimulus helps the user disengage their attention and
move their gaze to the new stimulus faster and therefore it is more difficult to shift gaze if the first
stimulus is maintained. Results from a pilot experiment demonstrated that a feedback mechanism
based on the gap-overlap effect improved eye typing performance and user experience.

3.5 Language
While the majority of work in eye typing has been done for text entry in English, the existing
research efforts directed towards implementing on-screen keyboards in other languages show
that this requires specific understanding of the language characteristics which results in design
considerations that cut across the different functional components.

The current method of using standard keyboard layouts such as QWERTY to input text in other
languages typically requires multiple key presses to enter single characters due to larger character
sets, which results in slow text entry and higher cognitive load. Arranging the keys according
to the frequency of occurrence in the particular language can improve text-entry rates, as seen
through the evaluation of dedicated keyboards for Vietnamese [71], Brazilian Portugese [83], Hindi
[87] and Japanese [72].

4 CHALLENGES AND GAPS
4.1 Research Methods
While there has been a significant amount of work on the development of eye typing systems for
AAC users, in most cases their evaluation has been based on studies with able-bodied participants.
This is often due to problems accessing and recruiting AAC users and other factors, such as
their lack of mobility, or the fatigue associated with certain disabilities and health conditions
that make the evaluation process impractical. As a result, researchers are faced with a trade-off
between doing any evaluation at all and reduced ecological validity. Previous discussion of user
representation in accessibility research has highlighted numerous instances where certain insights
have been overlooked or inaccurate conclusions have been drawn as a result of studying non-
representative users [89]. Hornof and Cavender [32] noted the importance of their evaluation with
users with cerebral palsy to understand the extent of difference in capabilities between them and
the able-bodied participants in their study. Istance et al. [35] carried out two user studies using
gaze gestures and dwell time selections to investigate the extent to which the performance of
able-bodied participants could be representative of people with physical disabilities. Their studies
included three groups of participants: (1) cerebral palsy (CP); (2) muscular dystrophy (MD); and
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(3) a control group of able-bodied participants. Across both tasks, the groups of participants with
disabilities performed significantly different than the control group, highlighting the risk that eye
typing research can lack ecological validity if potential solutions are not evaluated with the target
user group.

In some cases, studies that rely primarily on able-bodied participants also attempt to verify the
findings in some way with members of the actual target group, although this is often through
informal case studies with individuals [70], or very short and limited sessions in controlled lab
settings. While this kind of engagement with the target user group can lead to useful feedback,
long-term studies in deployment environments are likely necessary to ensure eye typing systems
are fit for purpose for real-world use by AAC users. For instance, factors that may influence the text
entry rate and overall performance, such as fatigue or drift in eye tracking calibration over time,
may be misunderstood in short term studies. In the general text entry domain this need to “walk
the last mile” [46] has been noted. It has also been observed through research that has explicitly
studied (non-eye typing) text entry with able-bodied users [13, 43, 84] that real-world, or “in the
wild”, studies have led to unique insights that could not be obtained from lab studies alone.

In the eye typing domain, a recent deployment study [48] on a commercial implementation of
dwell-free eye typing [50] reports results from in situ use of dwell-free eye typing with six AAC
users completely reliant on eye typing for communication in their home. This study allowed the
identification of several barriers to effective and efficient use of dwell-free eye typing, and yielded
eight design implications for ensuring such systems are fit for purpose when deploying to AAC
users.
Carrying out long-term studies of everyday eye typing use by AAC users would also enable

the collection of data for a corpus of longitudinal, real-world AAC data that would greatly benefit
researchers in this field as it would capture important trends, patterns and contextual information.
Given the challenges in carrying out such studies in an ethical and secure way, researchers have so
far put together a simulated AAC corpora of conversational messages through crowdsourcing [97].
Corpora from the target group would increase the extent to which this data can be representative.
A protocol and open source tool named the SpeakFaster Observer [14] has recently been presented
to allow measurements of everyday conversational text entry by gaze typing user. The initial case
study with an AAC user with ALS and consenting conversational partners yielded a rich dataset,
providing insights into entry rate, keystroke savings, patterns of utterance repetition and reuse,
and the temporal dynamics of conversational turn-taking in gaze communication.

4.2 Performance Metrics and Usability Criteria
There is an underlying assumption that the performance metrics and usability criteria that have
been considered important when studying text entry systems with able-bodied users are equally
appropriate for eye typing systems designed for AAC users. Hence, many eye typing systems
are evaluated with the primary objective of increasing throughput, or entry rate, typically while
maintaining a low error rate, rather than improving the level of engagement of communication
partners, the ease with which a system can be used or adapted for use by particular individuals, the
fatigue of the AAC user, or their perceptions of autonomy or concerns for privacy.
This approach is reflective of the tendency to conceptualize disability through a medical per-

spective, which leads to the design of assistive technology that focuses solely on the functional
limitations of the AAC user without accounting for the social aspect of interpersonal communica-
tion and other circumstantial or environmental barriers to inclusion. The design of AACrobat [26]
is an inspiring example of research motivated by a social model of disability instead—the system is
designed as a groupware system where all communicators share the burden of facilitating effective
communication. The design guidelines synthesized from a formative study with users with ALS and
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their communication partners are broadly related to user autonomy, engaging the communication
partners, and user privacy.
Existing research supports the need to reframe current evaluation methods to consider the

entire range of factors that can influence the efficacy of eye typing solutions for AAC users. For
example, there is significant evidence of the positive impact of partner instruction and on the
communication of AAC users [12, 41, 85], and findings that indicate that an effective AAC system
requires a commitment from all social partners [7], training, and regular use of the device [11].
Through interviews with people with ALS and their communication partners, Kane et al. [39] found
that specific communication difficulties, such as conversational pacing or personality expression,
can also arise as a result of the transition to using an AAC device, which is often the case as a result
of the gradual progression of diseases like ALS.
There is an opportunity to develop and use metrics that are specific to text entry through gaze

input, in addition to standard metrics such as words per minute or character error rates. Currently,
there is relatively little research on metrics that directly include the gaze behavior itself. Majaranta
et al. [64] used a metric termed “number of Read Text Events per character”, which measured the
frequency with which a user directed their gaze towards the text field. While this metric does not
directly relate to standard metrics, such as accuracy, there is a direct link as people are more likely
to look at the typed text when they are uncertain about its accuracy. Aoki et al. [4] later suggested
the use of the metric “attended keys per character”, which measures the number of keys attended
for each typed character. This metric is based on guidelines for efficient manual work that works
on the principle of conserving human energy—although the energy cost of a single eye movement
may be small, the cumulative cost of all unnecessary fixations may be high, and this cumulative
effect can have an impact on user experience and workload. The attended keys per character metric
was highly correlated to erroneous selections, since whenever a key is accidentally fixated upon
there is a risk of such a fixation becoming a false activation as a result of the Midas touch problem.

4.3 Variability and Heterogeneity of Eye Typing Research
We observe that studies of eye typing systems for AAC users tend to be characterized by a significant
degree of heterogeneity, as each study has a distinct cohort of participants, choice of evaluation
metrics and particular research objectives. While each individual study contributes valuable insights,
it is very difficult to synthesize and compare findings in order to identify broadly applicable robust
design principles or strategies to guide future work.

Even within the set of studies conducting evaluations with able-bodied proxy-users there is a lot
of variation in participant characteristics which can influence outcomes. For example, one study
with able-bodied participants found that age had a significant effect on eye typing performance—as
age increased, the typing speed decreased and error rate increased [15].
The procedure and duration of the studies can also influence performance as several studies

have observed a clear learning effect with eye typing systems, as user performance increases over
time and with more repetitions [15]. It has been noted that this learning effect could represent
the reinforcement of motivation, which has been shown to be an important factor impacting
communication among AAC users [57]. Familiarity with keyboard layout can also positively impact
performance [77]. In contrast, learning a novel or custom layout introduces a steep learning curve
and may be daunting prospect for an AAC user.

The hardware and physical set up is frequently different in studies that in addition use different
eye trackers and set ups, and some studies physically restrict head movement while in other studies
the researchers merely instruct the participants to stay as still as possible. As one example of the
effect such changes can have, Mott et al. [70] report that the error rates obtained were higher
compared to the error rates of participants in previous studies, and the authors noted that this
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could be attributed to the fact that they used a smaller sized screen in their experiments, which can
lead to more errors as a result of poor eye tracking calibration [81].
The specific research objectives of each individual study are also inconsistent. One study may

be designed to investigate the effect of modifying a particular component in isolation on overall
performance. However, this carries the implicit assumption that components are not coupled in the
system. In practice, they frequently are, making it impossible to generalize such results because of
the interplay between the many factors that gives rise to an overall eye typing system’s behavior.
Kristensson and Müllners [49] note a similar issue in the design of intelligent text entry systems,
and termed this research error “short-circuit evaluation”. Such a system design error occurs when
the merits of a single design choice are determined through an evaluation that uses a complete
system without fully understanding the implications of each individual design parameter on overall
system performance. For example, a study that is designed to investigate the effect of adjustable
dwell time by comparing two systems would typically control for other variables, such as keyboard
layout, feedback mechanism, and so on across their experiments. While this is done to ensure a
high level of internal validity, it limits the extent to which the quantitative findings can be used as
a benchmark and their broader applicability for the purpose of building better systems, as such
controlled factors have a tendency to change when people build new systems.

4.4 Diversity of User Needs
The target user group of people with disabilities is far from a homogenous group. A study assessing
eye typing performance of participants with Cerebral Palsy and Muscular Dystrophy demonstrated
that there is a significant difference in performance between the two groups [35]. There is also a
large amount of variation between individual ability and limitations, even within the same nominal
category of disability [21]. Even within the same individual the abilities may change over time and
may fluctuate as a result of other factors such as time of day, level of fatigue, and other factors
relating to their specific health conditions.

Subjective feedback on user experience and preferences also exhibits a high degree of variation.
Qualitative findings from an extensive study with almost five hours of eye typing per participant
reveal large discrepancies in the way individual users experienced the causes of workload [82].
For some participants the feelings of frustration were the most significant contributors to the
experienced workload while other participants reported temporal demand or cognitive demand
and the intensive focus required of the task as the primary contributor. It was also observed that
there was a significant variation when participants were asked to rank their level of eye fatigue.
The study also found quantiative individual differences as a result of user strategy.

Given the diversity in users’ needs and preferences, and the influence of an individual user’s
strategy on outcomes, eye typing systems should support user control of parameters and features,
as well as adaptation, in order to improve overall user experience and performance by tailoring it
for the individual.

4.5 Towards a Systems Approach to Eye Typing
An emerging insight from this review is the lack of a coherent systems approach that takes into
account the many factors that govern the eye typing experience and links them through all stages
of the design, ranging from individual concepts, developing new technologies, designing new
interaction mechanisms, and ultimately ensuring deployed eye typing systems allow AAC users to
achieve their goals. We believe it may be useful to learn from systems engineering, sometimes called
systems thinking [23], which give rise to insights such as (1) systems are complex—they have many
dependencies and some of them include the user and any speaking partner; (2) systems operate at
multiple levels, ranging from sensing gaze, inferring fixations, and calibration, but also the fact
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Infer Intent

Estimate Gaze

Observation Letter

Selection

Gaze

Fig. 1. An example of a high-level function structure model for an eye typing system.

that users desire their eye typing system to allow them to seamlessly interact on social media and
enable them to fill out forms; (3) systems are tightly coupled—it is frequently not sufficient to study
individual components in isolation; and (4) systems give rise to emergent properties that can only
be understood by modeling the entire system.

As a practical indication of what this may look like for eye typing, in design engineering [47, 49]
a design is viewed as an operating point in a multidimensional design space. Setting an operating
point thus means making a series of trade-off decisions. Typically there is no optimal operating
point, or optimal design, as many design considerations trade off against each other. However,
there is an optimal set of trade-off decisions. One useful way to guide the design, at an early stage,
is to make the role of the functions in a system explicit. Note that a function (what we need to carry
out) is distinct from a function carrier (how we are going to do it).
An example of a high-level function structure for the function Type Key is shown in Figure 1.

It decomposes this function into two key subfunctions: Infer Intent and Estimate Gaze. The
dashed arrows represent signals that show the flow of information between functions. In this case
Type Key receives two signals, Selection and Gaze, and responds by outputting the signal Letter.
Importantly, no design decision at this stage has been taken on how to realize these functions or
represent the signals. Yet, we can still parameterize this function structure into controllable and
uncontrollable parameters. Controllable parameters are design parameters we can optimize and
tune. For example, Infer Intent may have parameters such as the dwell timeout, the design of
the dwell timeout and so on. Uncontrollable parameters are parameters that affect system outcomes
but are not under the direct influence of the designer. For example, the user’s strategy [49] when
entering text cannot be directly controlled. By such function modeling and parameterization it
is possible to carry out computational studies to tease out design implications that show how
functions and parameters interrelate before carrying out user studies. As has been previously
pointed out [47], this allows researchers to go into user studies knowing what to look for, which is
particularly useful when carrying out studies with AAC users to ensure such observations are as
informative as possible.

5 CONCLUSION: REFLECTIONS AFTER TWENTY YEARS
It is fascinating to note how the research into eye typing has progressed since the influential review
“Twenty years of eye typing: systems and design issues” [67] was published over two decades ago.
“Twenty years of eye typing” highlights the issues of eye tracking accuracy, extensive calibration,
interface design, and feedback as areas requiring further attention. While much of the work in the
following years has addressed these aspects, the relative pace of progress in different functional
components of eye typing systems have not exhibited the same rate. For example, in terms of
feedback, there has been considerably more research into the effect of different feedback modalities
on performance in dwell-based systems and not so much on dwell-free systems using gestures or
smooth-pursuit movements. What seems to be lacking is a systems approach that links together the
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Fig. 2. A process model of field and industry progress in realizing eye typing products for users with motor
disabilities.

individual components into a system, including AAC users and their speaking partners, that can be
studied at the point of deployment to give rise to design implications and solution principles that
enable us to both ideate fruitful ideas for new interaction mechanisms and solutions to existing
barriers and challenges an AAC user faces in their daily lives with eye typing.

Figure 2 illustrates the process of realizing an eye typing system as three interrelated processes
of divergence (exploring options) and convergence (narrowing down options through user studies).
Phase 1 and Phase 2 have received extensive attention, however, Phase 3 has not been explored in
much detail. This results in the feedback loops from Phase 3 to Phase 1 and 2 to be weak, illustrating
a potential disconnect between the lived experience of AAC users relying on eye typing and the
fundamental research activities that attempt to provide solutions.
In conclusion, there has been tremendous progress in eye typing in the last 20 years. While

some of the challenges that existed 40 years ago still remain, we are optimistic that progress will
continue. Among all the possible research trajectories highlighted in this review, we suggest some
may warrant particular attention. First, exploring a systems approach to eye typing can enable us
to more effectively ensure technology and interaction ideas relate to AAC users’ current barriers
and challenges. Second, the rapid advancement of generative AI, such as the use of large language
models, represents both an opportunity and a challenge in the field of eye typing for AAC. These
technologies may be able to improve entry rates and lower cognitive load and fatigue, but will
also have a profound impact on the way users interact with AAC devices and their perceptions of
autonomy and self-expression [96].
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