
that allow users to type in thin air, or to 
use their body as a surface for text entry. 
Similarly, advances in machine learning 
and natural language processing have 
enabled high-quality text generation for 
tasks such as summarizing, expanding, 
and co-authoring. As these technologies 
rapidly develop, there has been a rush to 
incorporate them into existing systems, 
often with little thought for the inter-
activity problems this may cause. The 
use of large language models (LLMs) to 
speed up text generation and improve 
prediction or completion models is be-
coming increasingly commonplace, 
with enormous theoretical efficiency 
savings;29 however, the implementation 
of these LLMs into text-entry interfaces 
is crucial to realizing their potential.

By considering the perspective of  
“extreme” cases or “extraordinary” us-
ers, we may improve the design of these 
interfaces for all.20 One such user group 
is those who use text-based augmenta-
tive and alternative communication 
(AAC) devices, which can enable literate, 
nonspeaking individuals with motor 
disabilities to communicate using text 
or synthesized voice output, increas-
ing their participation in a range of life 
situations. Literate AAC users may be 
almost entirely dependent on text entry 
to facilitate their daily interactions, and 
therefore are greatly affected by itera-
tions and advances in text-entry tools. 

T ODAY ’ S T E X T-EN T RY T O OL S offer a plethora of interface 
technologies to support users in a variety of situations 
and with a range of different input methods and 
devices.16 Recent hardware developments have enabled 
remarkable innovations, such as virtual keyboards 

‘What I Think 
about When 
I Type about 
Talking’:
Reflections 
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Acceleration 
Interfaces

DOI: 10.1145/3703451

A new prototype system addresses the 
limitations of language prediction and retrieval 
features found in current AAC devices.

BY ANNALU WALLER, TOM GRIFFITHS,  
AND PER OLA KRISTENSSON

58    COMMUNICATIONS OF THE ACM   |   MAY 2025  |   VOL.  68  |   NO.  5

I
M

A
G

E
 B

Y
 A

N
D

R
I

J
 B

O
R

Y
S

 A
S

S
O

C
I

A
T

E
S

, 
U

S
I

N
G

 S
H

U
T

T
E

R
S

T
O

C
K

.C
O

M

research and advances

 key insights
	˽ Text-entry interfaces are everywhere 

in mobile technology. However, these 
interfaces present challenges for both 
disabled and non-disabled typists. In 
particular, it is known that the potential 
time and effort savings of word prediction 
and sentence recall often go unrealized.

	˽ Considering the use cases of disabled 
typists can inform better interface 
design for all. Focusing on the particular 
physical and cognitive barriers of 
extraordinary users has implications for 
mainstream interface design.

	˽ We present the prototype GenieTalk 
system as a lens through which to 
study these barriers, discussing five 
key themes: intuition, uncertainty, mode 
switching, the nature of conversation, and 
authorship.

https://dx.doi.org/10.1145/3703451
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3703451&domain=pdf&date_stamp=2025-04-29
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However, despite significant advances 
in the technologies on which these 
systems are based, this user group still 
faces many barriers to using them for 
interactive conversation.7,32

Communication using AAC systems 
is typically much slower than conversa-
tional speech, with output rates depen-
dent on a variety of factors, including 
cognitive and physical abilities, per-
sonal preferences, and the type of ac-
cess method used to interface with the 
AAC system.36 Speed has been a long-
acknowledged challenge in the field of 
AAC,2 but output rates for AAC users 
employing direct-access techniques 
such as typing on an onscreen key-
board have changed little. Single-point 
typists (those who type with one isolat-
ed finger) or those using input devices 
such as mice, touchscreens, and eye-
gaze control typically attain rates of 8 to 
10 words per minute (WPM).32 Users of 
switch scanning, where users navigate 
to letters or words and select them us-
ing a switch, average speeds of around 
1.7 words per minute, orders of magni-
tude slower than conversational speech 
rates, which are typically between 120 
and 185 WPM.14 Several solutions have 
been proposed to increase the speed of 
AAC users’ output, with the main focus 
being on techniques to enhance the 
text-entry rate. The most common of 
these are word and/or sentence predic-
tion, and phrase storage and retrieval. 
Prediction typically encompasses ideas 
such as word completion, next-word 
prediction, and prediction of entire 
phrases or utterances. Analogs exist for 
non-disabled users, with word-predic-
tion systems commonplace in mobile 
interfaces and sentence completion 
increasingly common in productivity 
software, with both learning from the 
user’s previous input. Phrase storage 
and recall systems typically require the 
user to consciously save an utterance 
for reuse later.

When we review available AAC sys-
tems, a template emerges for how rate 
enhancement is often implemented. 
Word-prediction candidates are typi-
cally located in a static array, above the 
keyboard and below the sentence bar, 
which is the section of the interface 
where the user’s message is constructed 
prior to speaking. Sentence-prediction 
candidates are usually limited to a sin-
gle auto-complete function in the sen-

tence bar itself. When the user is a slow, 
single-point typist—typical of many 
AAC users—this can result in a high 
number of attention shifts to different 
areas of the screen, many of which will 
be unnecessary if either no suitable pre-
diction candidate is available or a poten-
tially suitable candidate is overlooked. 
Phrase storage and retrieval typically 
have a dedicated button to move the ac-
tive phrase to the device’s memory, with 
the user then required to move to a page 
named “conversation history,” “stored 
phrases,” or some variation of these 
terms to retrieve them at a later point. 
We hereafter refer to these concepts as 
prediction and retrieval, respectively.

In this article, we engage in a reflec-
tive discussion on the design of these 
features within existing and future AAC 
systems. The starting point is a proto-
type interface designed to investigate 
context-aware AAC,3 which we use as a 
lens for these discussions. Alongside 
our knowledge of existing AAC inter-
faces and systems, we use the prototype 
interface to reflect on why existing pre-
diction and retrieval strategies do not 
provide their intended advantages.1 
One plausible explanation is that the 
way these features are currently offered 
to users does not meet their needs. 
Rate-enhancement features may be un-
used or abandoned by users if they are 
not sufficiently flexible to allow them to 
express exactly what they want to say. 
Waller and colleagues33 observe that the 
design of AAC systems, including the 
implementation of prediction and re-
trieval strategies, mainly focuses on the 
expression of simple phrases of needs 
and wants, but is poorly suited to more 
complex and less predictable interac-
tions. Here there is scope for innovative 
design solutions that address the need 
for flexible language prediction and re-
trieval strategies that improve AAC us-
ers’ performance in conversation.

Currently, the AAC field is changing 
rapidly as a result of the opportunities 
and risks posed by generative AI and 
LLMs. While these undoubtedly have 
a role to play in supporting AAC users 
in achieving faster output rates, ques-
tions remain about how they might best 
support a user’s conversation perfor-
mance, which we define as being more 
than a measure of input/output rates. 
Instead, we borrow the definition of 
performance in conversational interac-

Providing AAC 
users with flexible 
ways to use and 
reuse language, 
while maintaining 
an acceptable 
rate and flow of 
conversation, is 
a problem that 
remains unsolved. 
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interactions with artificial intelligence 
(AI) agents is a foundational challenge 
for the AI movement.28 Theorists such 
as Roger Schank22,23 argue that the ul-
timate measure of human intelligence 
is the ability to recount experience in 
the form of a story that is appropriate 
to the conversation in terms of its topic 
and the manner in which it is shared. 
The advent of LLMs and general-pur-
pose AI has further highlighted this 
discrepancy between humans and ma-
chines. LLMs trained on large corpora 
of (typically written) language enable 
the generation of human-like speech 
with a fraction of the effort previously 
required;29 however, the generation of 
novel stories and narratives that are 
interesting, coherent, and engaging for 
human evaluators remains difficult for 
these systems.5 In this sense, modern 
LLMs are still not passing the measures 
proposed by Schank.

Speaking individuals make use of 
conversational narratives frequently, 
retelling and finessing the retelling of 
experiences for different audiences—
changing elements of the narrative on 
the fly, perhaps reusing chunks of lan-
guage they think will have relevance to 
particular conversation partners or will 
better suit the context. They can, for ex-
ample, take account of grounding, the 
shared understanding of a subject or 

tion from Higginbotham and Caves,11 
who in turn expand on the work of John 
Todman.26 These authors conceptualize 
performance in conversation as multi-
dimensional, comprising elements of 
both speed and quality. Conversation 
performance is improved by AAC users 
being able to flexibly use language in 
interactions to achieve their conversa-
tional goals, with varying communica-
tion partners and in different contexts, 
while maintaining the speed, flow, and 
structure of a conversation. Todman ob-
serves that transactional communica-
tion, such as ordering in a restaurant or 
shop, includes highly predictable struc-
tures and content. Here, the perfor-
mance deficit for an AAC user is relative-
ly low, as the use of routine, pre-stored 
phrases will likely be sufficient. In such 
examples, speed can be prioritized over 
flexibility of personal expression. Con-
versation, by contrast, presents a great-
er performance gap between AAC users 
and speaking communication partners: 
Long “gaps” between conversational 
turns, short utterances, or repeated use 
of inflexible and potentially impersonal 
stored phrases are all known to affect 
the enjoyment of conversation for both 
sides.9,26 Providing AAC users with flex-
ible ways to use and reuse language, 
while maintaining an acceptable rate 
and flow of conversation, is a problem 
that remains unsolved. Conversation 
is a dynamic, uniquely human act; 
therefore, we take a human-centered 
approach to the question of enhancing 
text-entry rates to in turn improve per-
formance in conversation—focusing on 
users’ needs, evolving the design of rate-
enhancement strategies at a functional 
level (the what) to ensure systems are fit 
for purpose, and thereafter translating 
these functions into technical solutions 
(the how).

Conversational narrative and prag-
matics. Many theorists from the fields 
of disability, linguistics, and computer 
science cite storytelling as a key com-
ponent of the human experience. The 
construction of “conversational nar-
ratives” helps shape our identity and 
personal continuity,8 and the telling, 
retelling, refinement, and interpreta-
tion of these narratives is crucial to 
how we make sense of our experiences. 
So uniquely human is the need to tell 
stories, to relay narratives about our 
experiences, that creating human-like 

context that allows the short-cutting 
of description and clarification.10 Typi-
cally this is an unconscious process, 
requiring no conscious effort to recall 
or reconstruct previously spoken utter-
ances. But the speed at which conver-
sation typically proceeds is a barrier to 
aided communicators adapting their 
narratives to suit new audiences.25 In 
addition, available AAC technology 
does not help with this, so users are se-
verely restricted in their ability to flex-
ibly employ conversational narratives.24 
In particular, systems based on existing 
prediction and retrieval paradigms are 
ill-suited to the construction of con-
versational narratives. Their use tends 
to result in narratives being delivered 
as monologues, offering the user little 
or no opportunity to adapt them spon-
taneously to account for context, audi-
ence, or conversational flow.21,33

Three key challenges complicate the 
use of these systems. First, the presence 
of a narrative in the retrieval system is 
reliant on the user’s having saved it, 
typically requiring an active extra step. 
Second, text offered by the retrieval sys-
tem either fits or it does not, leaving the 
user with a choice: either use it anyway 
because it is “good enough” or rewrite 
the narrative from scratch, perhaps 
using prediction to increase speed.35 
Finally, there are known difficulties in 

Figure 1. A one-finger typist using GenieTalk to create text to be spoken using speech 
synthesis.
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to address the issues with current pre-
diction and retrieval paradigms. In 
particular, the system breaks from the 
established workflow of users needing 
to actively move to a different location 
or screen to store and subsequently 
retrieve previously typed utterances 
(phrases or sentences spoken via a 
speech synthesizer) within an interac-
tive conversation.

The system uses an onscreen key-
board as its text-entry method. The 
prototype interface, shown in Figure 
2, is based on a standard QWERTY 
layout, simplified to include only letter 
keys, the space bar, question mark, and 
full stop. In addition, a set of function 
keys (Speak, Stand-by, Delete Word, 
Backspace, Delete All, and Undo) are 
located to the right of the keyboard, 
and an utterance bar is at the top of the 
screen. Where the layout differs from a 
standard onscreen keyboard is that the 
three rows of letter keys are split, with a 
space in between each row large enough 
to offer a further two rows of predicted 
words or retrieved utterances. The max-
imum number of predicted-word and 
retrieved-utterance candidates are set 
in a config text file.

Word prediction uses a standard 
probabilistic language model, while 
previously typed utterances are re-
trieved using a bespoke probabilistic al-
gorithm to identify relevant candidates. 
As an example of how the system dis-
plays word prediction, once the user has 
typed the letter s, the prediction candi-
dates appear above the letters e (see), a 
(said), h (she), and o (some), shown in 
Figure 3. Prediction candidates are co-
located with the next letter to be typed, 
a design decision based on observa-
tional studies showing that AAC users 
look at where they are typing.6 Word 
and retrieval candidates are thus dis-
played close to the user’s current focus 
of attention, with single-word predic-
tions displayed in yellow and retrieved 
utterances in green (Figure 3).

Within established paradigms of 
utterance retrieval, the difficulties in 
editing retrieved text may be perceived 
as too great for the user, presenting 
them with two unsatisfactory options: 
either use the retrieved text as is and 
risk it being inappropriate or unsuit-
able for the new context, or retype the 
narrative from scratch. In the Geni-
eTalk system, however, the user can 

identify and store them, users may be 
enabled to pragmatically adapt or fine-
tune elements of previous conversation 
to new scenarios.

GenieTalk
Here, we explore the use of a system 
called GenieTalk (Generating Expres-
sion through Narrative in Everyday 
Talk; Figure 1),a designed as an attempt 

a	 An example of GenieTalk in use can be 
found at 14:00 in this video: https://youtu.be/
ic1TT8cShCA.

editing pre-stored text, with users of-
ten unable to change individual lexical 
items in a larger string without great 
difficulty.21,31

For interaction designers, address-
ing these barriers embedded in tradi-
tional prediction and retrieval strate-
gies has the potential to enhance AAC 
users’ performance in conversation by 
increasing both the speed and flexibil-
ity of output. Through finding ways to 
capture and flexibly reuse utterances 
and conversational narratives with-
out the user’s needing to deliberately 

Figure 2. The prototype GenieTalk interface in its launch state, showing the split QWERTY 
keyboard and an initial offering of prediction candidates.

Figure 3. The GenieTalk system displaying word- (yellow) and sentence- (green) prediction  
candidates after the user has pressed the initial letter s.
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both voice output and text input, but 
does not use these strategies herself. 
Similarly, she has tried on several oc-
casions to use voice dictation software, 
but found the retraining requirements 
of these for dysarthric speech (speech 
that is unclear due to disorders of the 
motor system or musculature) to be 
frustratingly high. A common thread 
emerges here: All of these strategies 
require extensive training and person-
alization, or at the very least conscious 
effort to recognize the potential need 
to reuse something and then store 
phrases or sequences of commands. In 
the prevailing AAC paradigm, phrase 
and sentence recall require the user to 
consciously save utterances once they 

of previously communicated text in dif-
ferent conversations and contexts. The 
notebook became a personalized cache 
of narratives and phrases that could be 
called upon to enhance conversations 
and interactions. Where this method 
differed from other strategies available 
to AAC users at that time was that it did 
not require conscious storage of the in-
formation, merely remembering that a 
particular phrase or sentence had been 
used before. This led to a career-long re-
search interest in conversational narra-
tive in AAC.

As a clinician researcher, she re-
flects that she has often recommended 
tools such as word prediction and sen-
tence retrieval as methods to speed up 

select any number of words from the 
retrieved utterance, allowing a more 
flexible approach.

For example, if the system offers the 
previously typed phrase “I went home 
last night in a taxi,” the user could se-
lect all or part of the utterance by se-
lecting the word that ends the relevant 
word sequence. By selecting “night,” 
the system copies the first five words, 
“I went home last night,” into the ut-
terance bar, allowing the user to con-
tinue typing an alternative ending:  
“. . . and the cat had brought home a 
bird” (Figure 4). Because the GenieTalk 
system logs all spoken utterances, it 
can offer retrieval options that are tai-
lored to the user, without the need for 
an additional step or conscious process 
to store them. The system therefore cap-
tures not only what the user types but 
also what they select to speak; hence, it 
captures the user’s spoken utterances.

Framing the Discussion
The first author has used the system in-
termittently since 2019 to support her 
speech. The authors convened in May 
2023 to discuss her experiences and to 
reflect on the insights from her use of 
the system over time. Conversations 
were recorded and transcribed by the 
second author, who created a synthesis 
of the discussion that was then revised 
and agreed on by the other authors.

First author positioning statement. 
The first author has been at the fore-
front of AAC technology research 
since the mid-1980s. Though her 
speech is generally intelligible to both 
familiar and unfamiliar communi-
cation partners, the environment in 
which interaction takes place can 
result in difficulties making herself 
understood. In these circumstances, 
she uses AAC strategies and devices to 
augment her speech.

The genesis of this research is in a 
serendipitous piece of autoethnograph-
ic study conducted by the first author. 
While researching her Ph.D.,30 she lost 
her voice for three days. Following good 
AAC practice, she used a notebook and 
pen to write what she wanted to say. She 
very quickly realized that, instead of 
writing things from scratch, she could 
flip back and simply point to sentences 
or phrases that had been previously 
written. This experience revealed to her 
the nature and benefit of reusing parts 

Figure 4. Screenshots showing the sequence of using part of a retrieved sentence and 
repurposing it for a different audience: a) the predicted sentence is offered to the user; 
b) the user selects the opening clause of the sentence only; c) the user completes the 
sentence with an alternative ending to suit their current interaction.

(a)

(b)

(c)

(a)

(b)

(c)

(a)

(b)

(c)
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tem. Having to think about operational 
aspects of the device related to predic-
tion and retrieval, alongside the con-
tent and objective of a communicative 
act, places high demands on the user. 
We reflected that the accepted view of 
operational competence ignores the 
responsibilities of system and interface 
designers to make operation as intui-
tive and easy as possible.

In this sense, GenieTalk offers an ad-
vantage to users. The familiarity of the 
QWERTY layout and the presentation of 
prediction candidates co-located with 
letters that the user will most likely type 
next reduces the need to actively learn 
a new way of interacting with a system 
to gain the advantages of rate enhance-
ment. Prediction and retrieval are inte-
grated into an existing workflow:

There was no need to learn any 
other keyboard or navigation 
patterns, no need to switch 
attention or locate something in 
another part of the screen. When 
others look, they think, how do 
you manage all that? But because 
I am focusing where I am typing, 
everything else reduces in my 
vision. So my visual focus allows 
me to scan easily a very small 
number of options which are 
located near my point of focus.

We observed that the sense of wheth-
er a prediction system is intuitive is also 
linked to the efficiency and accuracy of 
prediction candidates. The first author 
felt that some of the advantages that Ge-
nieTalk offers relate to the personal na-
ture of the prediction, which improves 
over time as it learns the user’s indi-
vidual utterance patterns. In this sense, 
personalization is closely allied to the 
feeling of intuition that the system of-
fers. The first author reflected that the 
number of prediction candidates was 
almost always enough and was a com-
fortable number to scan. Our discus-
sion highlighted that greater numbers 
of prediction candidates can start to 
feel as though they offer diminishing 
returns, with the prediction candidates 
becoming less accurate and the array 
taking longer to visually scan.15,16 Bet-
ter, more accurate prediction engines 
could offer the opportunity to further 
reduce the number of prediction can-
didates, making the system feel even 
more personalized.

Second and third author position-
ality. The second author is a linguist, 
researcher, and a clinician with a back-
ground in AAC and computer access 
for people with physical disabilities. 
In particular, he is interested in the ac-
quisition of new methods of computer 
access and control for children with 
disabilities, and in the design of tools 
and systems that address the needs of 
both users and those working to sup-
port them. The third author is a pro-
fessor of interactive systems engineer-
ing and the co-founder and co-director 
of the Centre for Human-Inspired Ar-
tificial Intelligence at the University 
of Cambridge. As a co-inventor of the 
gesture or “swipe” keyboard, on which 
he based his own Ph.D. thesis, he has 
significant experience in the design 
and use of text-entry systems. His re-
search focuses on user-centered de-
sign and the development of systems 
that support users to interact with oth-
ers in ways that are flexible, expressive, 
and creative.

Reflective Discussion
This section is organized under five 
themes that emerged from a review of 
the conversations between the authors. 
All highlighted quotes are from the first 
author reflecting on her experience 
with the GenieTalk system.

Intuition. We discussed the nature 
of intuitive systems: those where the 
information required is so well inte-
grated into the workflow that it appears 
“like magic” almost before the user is 
aware that they need it. The first author 
reflected that GenieTalk feels intuitive 
because her own words are predicted 
within the system, without her need-
ing to actively retrieve them or learn a 
method by which they can be retrieved.

For those with disabilities, minimiz-
ing the learning needs of a new system 
is a design imperative. In the field of 
AAC, the skills needed to successfully 
operate a device are grouped together 
under the domain of operational com-
petence, a term coined in Janice Light’s 
seminal 1989 paper18 and subsequently 
summarized in a revision of this work 
as “skills in the technical operation of 
AAC strategies and techniques.”19 In 
clinical discussions about this area of 
competence, the emphasis is generally 
placed on the user’s ability to learn or 
develop the skills to use an AAC sys-

have been spoken, or to navigate and 
visually search a “history” or similar 
page. Likewise, macros in assistive 
technology (AT) software, which chain 
together groups of commands, re-
quire the foresight to sit and program 
the macro before use. From an AAC 
perspective, these methods do not 
lend themselves to the ebb and flow 
of natural conversation. In conversa-
tion, phrases and narratives that have 
been previously used are deployed by 
speakers “on the fly” and subsequent-
ly reused with small adjustments on 
repeated occasions.

Conversational narrative is often 
seen as being unique and therefore dif-
ficult to augment with predictive sup-
port. Early work in narrative and AAC34 
demonstrated that, although sharing 
past experience constitutes the bulk of 
conversation, it is not straightforward 
for AAC systems, due largely to the 
fact that sharing a story is an interac-
tive process in which past experience 
is reformulated depending on context 
and conversation partner. The sharing 
of past experience is therefore largely 
ignored within the AAC literature and, 
consequently, within the design of AAC 
systems. Supporting users to reuse con-
versational narratives in a way that is in-
teractive and intuitive remains complex 
and difficult with currently available 
systems and interfaces.

The first author feels a great sense of 
frustration, as both an occasional AAC 
user and a full-time AAC researcher, 
in understanding too well the capacity 
and possibilities that intelligent com-
puting and user-centered design can of-
fer. She also recognizes that AAC users 
need access not only to vocabulary but 
also to ways in which they can formu-
late, structure, and restructure the con-
tent of their conversation.

Reflecting again on her low-tech 
notebook, she notes a number of 
features that have inspired GenieTalk’s 
core principles. First, there is no 
conscious need to recognize when an 
utterance or phrase should be stored 
for reuse. Second, the physical act of 
storing each phrase is embedded in its 
creation. Third, there is no conscious 
need to remember what has been stored 
or where it has been stored. This reduc-
tion in both the cognitive and physi-
cal effort required to reuse phrases is 
GenieTalk’s core design principle.
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Viewed from the standpoint of being 
unsure about the likely eventual per-
formance gains, and their likely dura-
tion, it is completely rational that users 
would reject the ask to learn a new sys-
tem, perceiving this as a gamble with 
uncertain results. Behavioral econom-
ics tells us that people are generally risk 
averse and disinclined to try new things 
when they are uncertain or skeptical 
about the outcome.

There is an associated opportunity 
cost to all interactions by AAC users in 
that errors, when they occur, can take 
a long time to repair. This further de-
creases the motivation to try out new ap-
proaches and instead stick to tried-and-
tested methods. In some cases, users 
opt to engage a skilled human partner 
rather than a powered AAC device:32 It is 
a simpler method of getting their mes-
sages across and they accept the limita-
tions associated with it, such as the risk 
of occasional misinterpretation.

The first author reflects that the un-
certainty related to the potential gains 
from a new system is exacerbated for 
users with disabilities: We cannot know 
the exact physical and cognitive capa-
bilities of an individual user when we 
design interfaces. Non-disabled users 
can target areas of the screen almost 
without thinking, whereas disabled 
users need to consciously think about 
how to target and make selections, re-
sulting in a greater cognitive and physi-
cal load. This is an extra “layer” that 
non-disabled, speaking people do not 
have to contend with. The first author 
equates this with walking: Individuals 
without a physical disability do not have 
to think about walking, whereas those 
with movement disorders or other im-
pairments of lower limb function need 
to put thought and effort into each step. 
Similarly, where non-disabled individu-
als might simply stand up and walk 
across a room to retrieve something, 
disabled people will need to compute 
whether the effort associated with this 
is “worth it” for the eventual outcome. 
Much the same is true for interactions 
with AAC systems.

Mode switching. Prediction and re-
trieval in current AAC systems requires 
the user to perform an explicit “mode 
switch.” Put simply, if a user wishes to 
reuse a concept or string of words that 
they know they have used previously, 
they need to switch modes from typ-

Uncertainty. The opposite of an in-
tuitive system is one that presents the 
user with a high degree of uncertainty 
about whether performing an action, 
or learning a different workflow, will 
assist them in completing their goal. 
All authors discussed their experienc-
es with various text-entry systems on 
AAC devices and mainstream mobile 
keyboards. Similar to AAC systems, 
prediction interfaces in mainstream 
mobile technologies make an ask of 
users: that they invest time and ef-
fort in learning a new system with no 
guarantee of performance gains.16 Op-
timizing their use of a system might 
result in performance gains, but these 
may be too small for the average user 
to be willing to invest the time. For 
people with expressive communica-
tion difficulties, this is once again 
magnified: Changing the way in which 
they use an AAC system or device may 
require more cognitive and physical 
investment. It is possible, even, that 
there may be a negative impact on 
overall performance. For AAC users, 
this ask is even greater when we add 
phrase retrieval or conversation his-
tory as options.

Faced with this choice, many users 
will simply abandon prediction and re-
vert to the status quo of typing without 
any rate enhancement. People have a 
tendency, we reflected, to revert to what 
they know works for them—what is tried 
and tested. Users will frequently adopt 
inefficient or suboptimal ways of in-
teracting with systems, purely because 
they know that these work for them.

Further uncertainty is introduced 
when we consider the constantly 
changing nature of software and hard-
ware. AAC systems evolve and change 
at the behest of available technology, 
and moving between systems is a rec-
ognized challenge for users and those 
supporting them,13 often requiring 
them to spend a lot of time customizing 
if they wish to move to a new device or 
software. Similarly, one can optimize 
the setup of an onscreen keyboard on a 
mainstream mobile device, but this will 
inevitably change when the time comes 
for an operating system upgrade or the 
switch to a new phone. The volatility of 
systems can therefore mean that any 
performance gains accrued from the 
use of a rate-enhancement method may 
be time-limited.

Supporting 
users to reuse 
conversational 
narratives in a way 
that is interactive 
and intuitive 
remains complex 
and difficult with 
currently available 
systems and 
interfaces.
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predictable tasks in that the goal is co-
constructed between the participants 
and may be constantly revised based on 
previous conversational turns. In many 
cases, the goal of conversation is simply 
the continuance of conversation for the 
social benefit of all participants.

The first author reflected on early at-
tempts in the 1990s to create interfaces 
that offered users different types of 
communication, with reusable phrases 
in one part of the screen, narrative in 
another, and the facility to type new 
phrases in a third.34 She reflected that, 
although systems like this were predi-
cated on analyzing the anatomy of a 
conversation, they were not successful 
because this is not how people think 
about how they talk. Users do not nec-
essarily have a conceptual model for 
conversation and certainly no two users 
would share the same one. Therefore, 
we cannot impose upon them the addi-
tional demand of thinking about what 
type of conversation they are engaging 
in. GenieTalk solves this problem by 
creating a seamless workflow that func-
tions in the same way, irrespective of 
the type of interaction, while still offer-
ing access to methods of rate enhance-
ment and recall.

Returning to the idea of conversation-
al narrative, the first author observes 
that her experiences using GenieTalk 
are similar in nature to spoken use of 
narrative. When we recount stories to 
a communication partner, these are 
tailored to the audience, with chunks 
or structures reused or omitted accord-
ing to the context and listeners. The 
novel sentence prediction in GenieTalk 
allows users to select parts of sentenc-
es for reuse, offering a more flexible 
approach to recounting and retelling.

Another acknowledged challenge 
for the AAC field is supporting users 
in “keeping up” with conversations. 
It is well-established that the length 
of time taken to construct utterances 
has a negative impact on users’ par-
ticipation in conversations: Pauses of 
0.5 seconds and above are perceived 
as disrupting the flow of conversation, 
and a pause of more than 3 seconds 
creates an awkward silence.12 Pauses 
in conversation are also known to neg-
atively affect conversation partners’ 
perception of AAC users.27

Authorship. The first author reflected 
that what excited her most when first us-

the advantages of prediction and re-
trieval without the meta-cognitive 
load—it does not force the user to 
mode switch, integrating prediction 
into the typing workflow. When non-
disabled people speak, they generate 
information, words, and phrases with-
out needing to think about where they 
are stored. There is no need to con-
sciously think about whether some-
thing has been said before; rather, 
the realization that this is a repeat 
utterance happens organically in the 
process of speaking. GenieTalk seeks 
to replicate this for AAC users by re-
moving the need to mode switch to 
achieve the benefits of prediction and 
retrieval. We propose that integrating 
retrieval and prediction into the typ-
ing workflow supports this goal. As the 
first author reflected:

When I’m typing, I’m thinking 
about what I’m saying. [With a 
conventional AAC system] as soon 
as I have to think about whether 
I’ve said something before, whether 
it is stored in my system, and where 
I can find it, that executive thinking 
actually impedes my interaction.

Parallels with this approach exist 
elsewhere in text input. Error-correc-
tion interfaces are often modeless, or 
at least better integrated into the us-
er’s active workflow; mode switching 
to a special “error correction mode” 
was seen by users as undesirable and 
cumbersome.17

Nature of conversation. Historically, 
AAC devices have done comparatively 
well at supporting formulaic, task-ori-
ented interactions. These interactions, 
such as requesting things, making 
choices, or making a purchase from 
a shop, tend to be more predictable. 
Such transactional interactions lend 
themselves well to being supported by 
pre-stored phrases. Interactional con-
versation is different, being much less 
formulaic and almost entirely unpre-
dictable: Its content and structure are 
dependent on two or more indepen-
dent interlocutors, building on each 
other’s turns. Conversation is there-
fore a dynamic, rather than a formu-
laic, interaction.

In HCI, an established principle is 
that users are trying to accomplish a 
goal when using a system. Conversa-
tional interaction differs from more 

ing to retrieval, which are distinctly 
different cognitive processes. When 
using current prediction and retrieval 
interfaces located on separate pages or 
screen areas, the user needs to know 
about the page or storage function and 
has to make a judgement on the like-
lihood of the mode switch resulting 
in their desired outcome. Returning 
to Light’s competency framework for 
AAC use,18,19 constructing and typing 
a message is primarily a linguistic act, 
whereas the storage and retrieval of 
said message is more in the domain of 
operational competence. Again, a mode 
switch is asking the user to gamble. Ir-
respective of the outcome, the meta-
level consideration of the mode switch 
has taken the user out of their primary 
workflow: typing a message.

We reflected that there is a level of 
decision making for AAC users that 
does not apply to speaking partici-
pants in a conversation. This relates 
to whether what they are intending to 
type coincides with something they 
have typed before. If an AAC user wants 
to say something new, they will need 
to type it. However, if they have said 
something previously, then they must 
consider whether the system has saved 
this for them, or whether they have ac-
tively stored it previously. Too often, us-
ers ignore available strategies such as 
using conversation histories or phrase 
storage. The first author reflected on 
observing the regular expert user group 
at Dundee:

There remains a frustration when I 
see a group member share a recent 
experience with a conversation 
partner, only to then retype the 
entire thing when a new partner 
arrives—even when they have 
access to conversation history.

Speaking people do not have to 
think about how to convert their ideas 
into speech. When they speak, they 
think about what they are saying, 
not the operational effort of forming 
words. AAC users, by contrast, are re-
quired to carry out and coordinate a lot 
of extra processes alongside formulat-
ing a message: remembering whether 
they have said something previously, 
and remembering the location of 
words or sentences in their vocabulary 
and the routes to retrieval.

GenieTalk is an attempt to provide 
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ownership of the text that is generated, 
allowing their authentic voice to come 
through in what they are saying. The 
need to retain personality and voice is 
important to users, particularly those 
with degenerative conditions.

Users may also wish to preserve id-
iosyncratic syntactic structures—an-
other feature of GenieTalk. The first 
author recounted a conversation with 
another AAC user who felt that he would 
want to retain elements of his often id-
iosyncratic syntax, as these are a key 
part of how he communicates and how 
he wishes to be perceived. Drawing too 
heavily on community language cor-
pora presents the risk that users will be 
forced into homogeneous or idealized 
speech patterns, or that prediction arti-
facts crowdsourced from elsewhere will 
make prediction more complicated to 
use and ultimately less personal.

With questions about how LLMs 
and other AI might support AAC us-
ers becoming more urgent, this ques-
tion of authenticity and authorship felt 
important in this discussion, which 
contributes to another longstanding 
debate in AAC: the desire to avoid want-
ing to put words into people’s mouths 
through the options in a vocabulary 
system. Sentence prediction from a 
bank of sentences can, by very defini-
tion, not cover everything a user might 
want to say. And though sentence gen-
eration, such as that used by LLMs in 
machine learning algorithms, can gen-
erate anything conceivable, the authen-
tic voice of the individual user may still 
be absent. We propose that sentence 
reuse, as expressed in a system such as 
GenieTalk, allows the user to preserve 
an authentic voice, retaining author-
ship over their utterances while still 
enjoying the benefits of rate enhance-
ment through prediction.

Conclusion
Prediction and retrieval offer AAC us-
ers the possibility of increased perfor-
mance in conversation, of streamlining 
conversations, and of moving toward 
more symmetrical interactions be-
tween aided and speaking communi-
cation partners. However, we propose 
that such performance improvements 
are attainable only if prediction and 
retrieval are implemented in a way that 
does not disrupt the user’s typical work-
flow, minimizing demands on them 

ing GenieTalk was that her own words 
and phraseology were being predicted, 
rather than those of a generic model:

My words appear at my fingertips: 
This is the first time I feel like I’m 
communicating with my voice, 
not with someone else’s text.

In mainstream software, sentence 
completion is increasingly becoming 
the norm, and all authors reported 
using it. However, the first author 
observes that these predictions are not 
one’s own words; they are generic and 
based on probability. We discussed 
how GenieTalk offers users the option 
to easily select from phrases based on 
their own usage, rather than needing 
to assess a bank of generic predictions 
or stored phrases to find something 
that is good enough. Often, prediction 
candidates that are pre-generated, or 
that are generated using an LLM, can 
contain a lot of useless or non-relevant 
options, which can make it feel like the 
system is guessing. Being able to recog-
nize one’s own phraseology reduces 
the effort needed to read unfamiliar 
text. This plays into the HCI principle 
that recognition is preferable to recall. 
In GenieTalk, the words are the users’ 
own, engendering a feeling of agency, 
of being in control. The system only 
generates sentence-prediction candi-
dates that have been typed by the user, 
thus avoiding jargon sentences, or 
sentences the user would never type 
themselves, that often characterize 
other prediction systems.

Ownership of one’s language is key 
to self-expression and authenticity.4 
There are several linguistic levels that 
make up our authentic voice, which is 
how we feel ownership of what we are 
saying. Recent studies in digital voice 
banking and synthetic voice creation6 
have shown that users value not only 
the phonological characteristics of 
their voice, but also particular words 
and phrases that they use. If someone 
consistently uses a form of utterance 
that is non-standard, for example, this 
should be offered as a prediction candi-
date, rather than them being repeatedly 
offered the standard form. This fore-
grounds a user’s authentic voice while 
also not attempting to make them fit 
a particular linguistic norm or prede-
termined model. GenieTalk returns 
the locus of control to users: They feel 

GenieTalk offers 
users the option to 
easily select from 
phrases based on 
their own usage, 
rather than needing 
to assess a bank of 
generic predictions 
or stored phrases to 
find something that 
is good enough. 
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while allowing them to retain a flex-
ible, authentic voice. In this article, we 
discussed the first author’s experience 
using the GenieTalk system, which was 
designed to address barriers in current 
prediction and retrieval systems. She 
felt that the system offers a method of 
prediction and retrieval that does not 
require conscious consideration of the 
need to store and retrieve utterances. 
We discussed that such a system may 
reduce the need to mode switch to lo-
cate prediction candidates, as they ap-
pear “in line” with the keyboard keys 
and at the location of the most likely 
next keystroke. The intent in design-
ing GenieTalk was to reduce the effort 
involved in learning and using rate-
enhancement systems. Validation of 
this through experimentation and user 
testing is important in developing this 
prototype system further.

GenieTalk was designed around the 
needs of users participating in spoken 
interactions, not generating blocks of 
written text. It was designed to support 
the unpredictability of conversation, 
rather than dealing in probabilistic pre-
dictions based on either known lists or 
LLMs. Indeed, recent research in this 
area by Valencia and colleagues29 dem-
onstrated that, while users were broadly 
happy with the prediction and expan-
sion candidates offered by an LLM, they 
expressed concern that the LLM output 
in isolation did not reflect their person-
al communication style, personality, or 
identity. Also, to better support perfor-
mance gains in conversation for AAC 
users, simply leveraging the ability of 
LLMs to increase output speed is insuf-
ficient. There is an equally important 
need to consider how prediction and re-
trieval candidates are presented to us-
ers and how they allow users to flexibly 
reuse their utterances. By focusing on 
a modeless design and on allowing us-
ers flexible access to reusable conversa-
tional narratives, the GenieTalk system 
allows users to continually repurpose 
their own words, phrases, and stories 
for less homogeneous output and great-
er emphasis on their authentic voice.

As the first author has described it, 
“We don’t want formulaic written text: 
We want messy conversation.”
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